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Chapter 1

Conformal Symmetry

1.1 Introduction

Conformal symmetry is, in essence, the symmetry of shapes without scales. In Euclidean geometry, this is
often described as “angle-preserving” symmetry. While this definition is correct in a purely spatial setting, it
becomes less illuminating once we step into relativistic physics, where time is on equal footing with space. The
notion of an “angle” between two events separated in time is not geometrically well-defined in the same way,
so we need a more general formulation.

A more robust way to think about conformal transformations is that they are transformations which preserve
the metric up to a local rescaling. That is, they preserve the light-cone structure of spacetime, and hence
the causal relations, but may change distances by position-dependent factors:

9 (@) = Q2) g (z), Q) > 0.

Here, Q(z) is the local scaling factor, and Q(z) = 1 corresponds to an isometry. This definition works in
both Euclidean and Lorentzian settings, and it makes clear why conformal transformations generalize ordinary
Poincaré symmetries: they allow stretching of spacetime while preserving angles and null directions.

In flat space, an important special case is the global scaling transformation:

¥ — Ak,

which is not a mere relabeling of coordinates (i.e., not just a diffeomorphism), but a genuine change in the
geometry. Under such a transformation, the ratios of lengths along a direction are preserved, and therefore
angles are unchanged. This property underlies the term “conformal.”

The study of Conformal Field Theory (CFT) leverages this symmetry in a very different way from
conventional Quantum Field Theory (QFT). In QFT, one typically begins with a Lagrangian and derives
correlation functions from the equations of motion and perturbation theory. In CFT, by contrast, the symmetry
itself is so constraining that it often determines the form of correlation functions without reference to a specific
Lagrangian. This leads naturally to the conformal bootstrap program, in which the consistency conditions
of conformal symmetry, unitarity, and the operator product expansion are used to solve the theory.

Before we can use these powerful tools, it is important to distinguish conformal transformations from two
related but conceptually different ideas: Weyl rescalings and diffeomorphisms. We will examine these one
by one in the next section.

General coordinate invariance (diffeomorphism)

Classical field theories can possess a variety of symmetries. One symmetry we will assume here is general coor-
dinate invariance. Using the action principle, this symmetry can be used to show that the energy—momentum
tensor is conserved.

In general, the energy—-momentum tensor is defined through the variation of the action S under changes in
the space—time metric:

v — Guv + 0Guu -
By definition,

1
0S8 = §/ddx\/§T‘“’5gW.

5



6 CHAPTER 1. CONFORMAL SYMMETRY

If the theory is invariant under general coordinate transformations, one can show that

(TW/);V =0 P

where, as usual in general relativity, “;v” denotes the covariant derivative. In flat coordinates, this condition
reduces to

0,T" =0.

Weyl invariance

In addition to general coordinate invariance, many field theories possess another powerful symmetry: Weyl
invariance. While diffeomorphism invariance constrains how the metric responds to arbitrary coordinate
changes, Weyl invariance instead concerns how the theory behaves under local rescalings of the metric. Under
a Weyl transformation, the metric changes as

G () = Q) gy () ,

or, in infinitesimal form,

9w (T) = G () + W () g (T) -

The condition for the action to remain invariant under such a transformation can be expressed in terms of the
energy-momentum tensor. Substituting d¢,, = w(z)gu.(z) into the earlier definition, we find

1
08 =3 /ddx\/ng’Lw(x) :
Since this must hold for arbitrary functions w(z), we conclude that the condition for Weyl invariance is

1", =0.

Thus, just as diffeomorphism invariance implies the covariant conservation of the energy—momentum tensor,
Weyl invariance implies that the energy-momentum tensor must be traceless.

Conformal invariance

1.1.1 Conformal Transformations

A conformal transformation can be defined as a coordinate transformation that acts on the metric as a Weyl
transformation. Consider a general coordinate transformation

x— ', ot = fr).

The metric then transforms as

afe of° ,
Gun@) > gl = 25 I g, (1)

We now require that the transformed metric be proportional to the original one. Rotations and translations
clearly satisfy this condition: they leave the metric unchanged and hence preserve all inner products

veow = vlgLw”.

They are therefore part of the conformal group. More generally, any coordinate transformation satisfying the

above proportionality preserves all angles,
vew

bl
v2 w2

which is the origin of the term “conformal.” Later in this chapter we will determine all such transformations
explicitly.

If a field theory has a conserved and traceless energy—momentum tensor, it is invariant under both general
coordinate transformations and Weyl transformations. Let the action be

S = /ddl' E(ara g,uu(x)a ¢(SE)) .



1.2. INFINITESIMAL CONFORMAL TRANSFORMATION 7

Here, ¢ denotes any matter field, while the metric g,, is written separately due to its special role. We have
also explicitly indicated spacetime derivatives in the Lagrangian.
General coordinate invariance implies

S =8 = /ddxlﬁ(ax/,gLy(m’)7 ¢'(2")),

where g;w is as given above, and the transformation of ¢ depends on its spin. For a tensor field of rank n one
has

A

d 9 f 0 fon

Ox/1 o Ox'Hn

/ !/ 8f
Py (@) = e

G, (f(2)), (1.1)

where A is the scaling dimension of the field. Fields that transform according to Eq. (1.1) under conformal
transformations are called conformal fields, or equivalently, primary fields.
In particular, for a scalar ¢(x) we have simply ¢'(z’) = ¢(f(a’)). For the derivative of a scalar:

0 o ,, . _ Of 0
%qb(x)% 8x’“¢(x)_waifl’

¢(f(z')),

which transforms as a vector. (However, note that nth-order ordinary derivatives do not transform as rank-n
tensors; this holds only for covariant derivatives.)

If the coordinate transformation z — z’ is of the above type, we can use Weyl invariance of the action
to bring the metric back to its original form. This yields

S=5"= /ddx/ﬁ(am’»gﬂv(f(xl))a¢/(x/)) = /ddx'ﬁ(axugw(xhsb'(x/))~

This is the statement of conformal symmetry of the action. We should note that in some cases, an isometry
of one metric can act as a conformal transformation for a different metric. In such situations, Weyl rescaling
is not needed, since the transformation already preserves the metric under consideration. This happens, for
example, in de Sitter (dS) and anti—de Sitter (AdS) spacetimes, where certain isometries correspond to conformal
transformations of the induced boundary metric.

If we begin with a flat metric g,, = 7,., the background metric remains unchanged under such transfor-
mations.! This allows us to define conformal transformations for theories in flat space that are not coupled
to gravity. We may then ignore general coordinate invariance and start with an action in which no dynamical
metric appears.

In this flat-space setting, conformal invariance means that the action is unchanged when we integrate the
same Lagrangian (or any scalar physical quantity) written in terms of the transformed fields ¢’'(x’) over the
new coordinates x’.

In d = 2 dimensions, this is not really a restriction. A general 2D metric has three independent components:
g11(), gaa(x), and g12(z) = go1(x). A general coordinate transformation provides two functions f1(x) and f2(x)
that can be used to set gi2(x) = 0 and g11(x) = +ga2() (depending on the signature). The metric can then be
written in the form g(x)7,,, which is called conformal gauge. A Weyl transformation can remove the remaining
factor g(z), bringing the metric to the form 7,

In more than two dimensions, this procedure does not work in general, so restricting to flat space truly
limits us to non-gravitational theories. Even in two dimensions, conformal gauge can be chosen only locally
in general, meaning CFT can be applied in coordinate patches, but extra data may be needed to describe the
theory globally.

1.2 Infinitesimal Conformal Transformation

The fundamental essence of conformal transformations resides in their infinitesimal form, which serves as a
crucial tool for investigating how fields transform under these symmetries. It plays a pivotal role in defining
the generator of the conformal group and, subsequently, constraining the set of possible correlators that are
compatible with conformal symmetry. Any infinitesimal transformation can be expressed as:

o=zt + e M (x)
1 infinitesimal
1In perturbation theory, we often describe physics on a perturbed manifold as that of tensor fields living on a background
manifold. In this case, the conformal transformation is performed on the background metric, and the change in the perturbation is
again dictated by the Killing equation. We first apply the coordinate transformation to the full metric, and then perform a Weyl
rescaling to restore the background metric to its original form.
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and subsequently,
ot =2t — e (x)

therefore, the metric transforms like:
,  O0x® 02"
I = g ggn 9P
~

8, —0ue*(z)

o

Iz Ox't v ox'v
= 6900 gap — 050, (2)gap — 050,€” (2)gap + O(€%)
Q(x)guu = Guv — a/tev - aueu

In the third step, we used chain rule on €*(x) and ignored O((9¢)?) terms. From the last line, it is reasonable
to expect that:

G + Oper + 0pey = [1+ f(2)]9
Oy, (@) + 0,eu(x) = £ (@)gur (12)

Contracting Indicies

Oeu(x) + 0ey(x) = fax)oh
2(0-¢) = d f(z)

Tdimension of spacetime

_ 20eu(x)
f(l') - E 8l'u
Substituing back in (1.2)
2
O (@) + Do) = 20+ ) g (13)

Up until now, we have no made any crude assumption. However before we proceed, we will assume that the
metric is Euclidean. Now, we operate on both sides by 9" assuming flat metric

) |

0 0
oo ueslo) + e, (w] = 52 (30 ee) )

v

2
0,0, +0"0, ¢, = —g,,,0" 0 -
M 86 + & € dg“ €

0,(0-€) +Oe = 20,0 - ¢)

d
Operating by 0,

9,00, €) + 0 = , Baﬂ(a . e)}
(1 - (21) 8,0,(0 - €) +0(Bye,) = 0 (1.4)
under relabeling p <> v
(1 _ 2) 9,0,(0-¢) + O(Bue) = 0 (1.5)

adding (1.4) and (1.5)

2 (1 - 2) 0,00(0 - €) + D[duen () + Byen(a)] = 0

d
3(0-9)gun

(1-3) 200 0+ 200 g —0

1-2
d d
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(904 (d—2)0,0,](0-€) =0 (1.6)

Contracting the indicies

hence,

[(d—1)0(0-¢) = 0] (1.7)

ifd=1 = any ¢*(x) satisfies (1.7), therefore, is conformal transformation. It is interesting to note that any
1D QFT is conformal field theory, but for our purpose it’s not very useful. We will be concerned with d # 1
for the rest of this notes unless stated otherwise. Consider the action of 9, on (1.3) and then cyclic relabeling
of incidies as « — y — v

D06 () + Dy, (@) = gaag,w(a o) (1.8)
Du[0en () + O (x)] = zaugm(a o) (1.9)
0, [Ouen () + Dpea(w)] = %aygw(a o) (1.10)

Adding the first two equation and subtracting from the last, we get [(1.8) 4+ (1.9) — (1.10)]:

Z
Zaaap,el/ = g[gm/aa + gl/aau - ga,u,al/](a . 6)

1
aaapel/ = E[gm/aa + gl/aau - gauau](a : 6) (111)
Referring to eqn 1.7.11 of “Ideas and Methods of Supersymmetry and Supergravity” by Sergio M. Kuzenko,
we find that the 3rd order derivation of /() vanishes. Therefore, the most general conformal transformation
is of the type:
¥ =gt +at + b v+ at a”

e

Where, a*,b*, and c*,,, are parameters relevant to their transformation. The goal here is simple:
e First find the relevant transformations
e Then based on the transformation rule, find the generators.
For e# = a*:
e
= z* + ok a”
= z" + (9, 2")a”

= [1+ ia” (—id,))z"

Thus, the generator of translation is P, — i9,2. For e = b*_ z, we refer to (1.3)

2
d (0- 6)9/w

2
Ou(byaa®) + O (bua®) = —(0"buat®) gy

Open(x) + Opey(z) =

2
bua(sﬁ + b#a§lof = g(b#agau)gl“’

2
bup + byu = gbaag#u

bup + b 1
v T 0w Zpa g
2 a’ edr
now,
by — by by + b
b, = v v T Oup
" 5 T 3

2if we use [1 — a”(0y)]z* as the definition, then P, = i3, would be the generator
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= Muu + )\g;w
If by = gy (M, = 0)
o't =z, + b 2"
= o 4 A g
—
=zt + Azt
=zt + A" b
=zt + AV (0pat)
=zt + i z” (—id,xt)
= (14 iX(—iz"0,))a"
Thus, the generator of dilatation is D = —iz#d,,. For by, = M, (A = 0).
¥ =zt + M* ¥
=zt + M*,6hx”
=t + M, (0px")z”
= ot + M,, (0%z")z"
M., — M,

:“ (097
x4+ 5

(0% at)a” relabeling v <> o
e

1 1
=zt + iM(},V(a%#)x” — §Mya(6°‘x“)x”
1 v 1 174 X
=zt + iM(W(a‘*m“)w — §M(W(6 )

1
=zt + EMW(J:VGQ —zv9")alt
= ot + %MM {—i(2"0" — 2°9")} 2"
=t + %M(W{i(x"ay — 2¥9%)
— ——

Lov

Thus, the generator of rotation is L, = i(z,0, — x,0,). Now, the last part e = ¢/, z"z® = c*
refer to (1.11):

V.
T’ T, we

1
&X@Heu = g[g,waa + guaau - gauau](a . 6)

1
OaOp(cyopral) = g[g/waa + gvaOu = Gapdu)0" (cuopa’a’)

1
Crop0a (6527 +2760) = &[gwaa + GvaOu — GauO)cuos (g7 x? + 27 gPH)

o g 1 a g
CVUB(S;L(S(E + 50455) - g[guuaa + guaa,u - gaﬂay](c UBQCB + cﬁaﬁx )

2 g
2Cup0 = E[gm,c?a + 9vaOu = Gapu|c’ 55
1 g
Copa = EC o [g;wég + 9va55 - gauéf]

——
bs

B

= gu,uboz + gvab# - gpabu
Therefore,
€ = C/mﬁ’xaﬁ
= (9uabs + 9usba — gapby)az’
=aub-x)+x,(b-2)—by(x- )
=2z, (b x) — 2%b,
Hence, the Special Conformal Transformation looks like:

a'" =zt 4 227(b - ) — 22!
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= 2+ 2(b- z)2" 8k — 225l

=" +2(b- z)z" 0, 2" — 22”0, z"
=[1+20b-z)2"0, — 2%b",|x"

= [1 4+ {26%2a2" 0, — 2b" 00 }]2*

= [L+ b {~i(2za2"0, — 2°0a)}]a*

Ko

Hence, the generator for Special Conformal Transformations (SCT) takes the form K* = —i(2z#z - 0 — 220").
We will now list all the infinitesimal transformations and their generators we found in this section.

1. Translation

¥ =zt 4 at P, =—i0, (1.12)
2. Rotation
't =gt + M* z¥ L, =i(x,0, — x,0,) (1.13)
3. Dilatation
o = (14 N)a# D = —ia"9, (1.14)

4. Special Conformal Transformation

2 =gt 4 22M(b - x) — 2 KF = —i(2ztx - 0 — x0M) (1.15)

In the above listed transfomations, the parameters a*, M*, A and b are all infinitesimal.

1.3 Finite Conformal Transformation

In the previous section, we considered the infinitesimal conformal transformation, however in this section we
will consider the finite conformal transformation.

1. Translation

.
o =gl 4 ot =l Prgh

finite vector

A
'* = (1+ N) zH

In order to achieve the finite dilatation, we use the infinitesimal transformation recursively by dividing
the finite A into infinitely many */N pieces and then transforming

N N A
o A i AN
T (l—l-N)(l—i-N)(l—i—N)x

e

AN
frng 1 —_— H
A}gn <1+r) x

=Mt =e

2. Dilatation

i)\Dxu
3. Rotation
Z' 12
't = [1 + 2waBL°‘ﬁ] z¥
v

. BTH
_ [G%w”fd‘a ] 2V = AH”IV
v
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4. The special conformal transformation

o o ' =t 22H(b - ) — 22
infinitesimal parameter, i.e. ¢ is small.

2
let b = t e

M (t) = 2" (t) = 2" + 2t(e - )zt — x3te

To find the finite form of the transformation we have to recursively apply the above equation multiple
times (Lie Algebra sence). The usual way is to integrate the infinitesimal form. The other way, and since
we know that the transformations satisfy the conformal Killing equation, is to find the integral curve
of the corresponding conformal Killing vector field as they are equivalent (Differential Geometry sense).
Consider the t—derivative of the above?.

dat(t
() =2(e-x)a" — zie (1.16)
dt
defining y*(t) = z:g;
quotient rule
P = 2?3H — 2(& - x)aH
(2)?
22[2(e - x)at — x2et] — 22(e - x)z¥ — 2%eV]2,2H
_ 2?2(e- x)at — xPet] — 22(e - w)a? — 2P (e x)]at
= 4
x
_ 2?2(eayT" — 2?et] —W

ot
yrt) = —e”

Solving the above differential equation

= —t H
20 - 20"
going back to the old notation z'* = z#(t)
L
Pl
x“
=5 - (1.17)

Squaring both sides

=TT T (1.18)

referring to (1.17)

m

T

xlu — 33/2 = —_ M
X

3when we consider the differential equation, we are no longer thinking of it as transformation but rather flow along a trajectory
parameterized by ¢t. This part was taken from pg 16 of “Four point function in momentum spaces and topological terms in gravity”
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and substituting (1.18)

2= z? = _ b
1 —2(z-b) + b2 | 22
ah — bHa?

1 —2(z - b) + b2

Above procedure also suggests that, finite SCT could be described as a sequence of inversion—translation—inversion.
Where inversion is defined as:

First we note that the inversion is a global conformal transformation and since it is undefined at origin, it
does not have an infinitesimal part i.e. we can not expect inversion to be obtained by exponentiating an
element from the conformal Lie algebra. It is not the connected element of conformal group and in embedding
space formalism, inversion is related to parity. Another interesting point to note is that there is no parameter
associated with the transformation here such as A for dilatation or b* for SCT. Lastly, it is also closely related
to the stereographic projection. To show this let us study the stereographic projection of sphere onto a plane.
Consider € R", and define stereographic projection from the north pole of the unit sphere S™ C R**! as:
i 2 X+l 2> — 1
L |of?” 1+ [af?

where 2? are coordinates on the projected plane and X* are the coordiantes on the sphere in embedding space.
Now project this point on the sphere back to R™ via stereographic projection from the south pole:

x/i _ Xi
14 Xt
Substituting:
‘i 1%%‘2 B 2z 22t
N [z[2-1 2 2_1) 27 12
L B T A o)+ (2= 1)~ 2P
Hence, the composition gives:
1
H —_—
SAAFTE

which is the inversion in the unit sphere. Even though this inversion does not have a killing vector associated
with it, but it is reasonable to look for the killing vector associated with stereographic projection. In general,
we note that these two transformation would have the following form:

2" = Q(x)z*
If 8H8V(%) & guv- The killing vector associated with it will have the form:

KA _ 1 02’4
BT02 G

Coming back to special conformal transformation which was the topic at hand, we now look at how they scale
the metric tensor.

A A2

oM B {515 — bk, (m“ _ b“x2)(—25u + 2b2my) }
ox?

oz’ 9z’
gaﬂ(x) = % oxB g;w(xl)

B {55 — 201z (M — bPa?)(—2by + 2b%24) }
z'=z'(z)

A A2
0 —20"xp  (x¥ — b¥2?)(—2bs + 20%x
X{ 5 AL ( )(A2 8 5)}9;“,(95’)
_ OB =2V, (2t — b a?)(—2b, + 20%2))
N A A2

y 95 — 2bu7p (e - bux?)(—2bg + 2b%z )
A A2
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5= 2bpza — 2bawp +Ab°zaxs (25 — bea?)(—2ba + 20°xa)

A2 A3
(2(b- z)z5 — 2b%w522%) (—2bs + 2b%1,)
+ e
(To — 2b62%)(—2by + 2b%2p)
_ e
(20 )0 — 275%) (205 + 25)
+ e
(x —bra?)(x, — bua?)(—2ba + 2b%24)(—2bg + 2b%x5)
+ Ad
Ghp  (—2bpza — 20mp + 4Pza1p)(1 — 2b- 2 + b2a2)
A A

1
+ e {Qbaxu — 2bab5x2 — 2b2zax5 + 2b2x2zab5

—4(b- 2)bazp + 40722 box s + 467 (b - 2) 075 — AT T0T8} + (a0 > B)
N {x2 —2(b-x)x? + 62x4} {4babﬁ - 4b2nga - 4bzbaxﬁ + 4b4xax5}
A4

T
X (—2bgra — 2y + AbaqTs + Ab-aYbaTy — 8V () Tty
— 2022257, — 20225 T s + AV P, + 2bap + 2bsws
—4bobga® — Ab2zaTs + 202827505 + 2022057, — dbrbaTy
—W+ 40°2%bozp + Ab22%baa, + 8b2b2, T — 8b 2 aa1p)
+ 2= {4b bg — 4b2b5xa - 4b2baac5 + 4b4max@}

gaﬁ

A2
+ 22— {4b bg — 4b2b5:ca — 4b2bax,3 + 4b xaajg}

—s——{ —4babga® + AV bows + 4072 bgas — Ab 2 zows )

Gap(@') = Azgaﬁ( )

Jacobian of the Transformation

The following part is taken from “Conformal Field Theory Primer in D > 3” by Andrew Evans, pg 36:

o
Translation: i =1
oY
m
Rotation: &f =1
oxv
m
Dilataion: 3:15 =24
oxrv
| . ozt 1\¢
nversion: ==
ozv 72

Since the rest are easier to show, we will only focus on showing the last part:

dzt 1 [, it
:ﬁh‘ﬁw]

oz
M M1 H2 Hd
et dat\ ie (Vvava.va OzH Ox Ox
oxv dl ket oz 0z T 07
d ~ o ~ i~
H2 Hd
= i le evivava... 6/“ _ 2.’17 'rl/1 sh2 _ 23: Ty, Sha _ 23? Ty,
5:2 d! K12 2. fd SE 12 572 vq 5:2
d d d ~ s~ d
1 1 e _ 1 hiz,, _
- ( = € evivave...vd Hé’m -9 E e vaveval V5 Ham 40
=2 d! H1p2 2. . fa v d! H1p2 2. ~2 v
i=1 j=1 i=1
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Now we use the identity

€. €il..4ik‘jk+1...jn — 611 ijk+1 Jn _ k|5jk+1 ]'n

ik ik+1---in 11...0 ’Lk+1 Tk+41--
which in our case becomes
d
ViVv2V2...Vq L A— _ 2%}
€ iapin. . 1€ [Tow =(@d—1)s4
=1
i#]

Hence

dm(?ﬂé’:) _ (:p)d (d!—222;—!1(d— 1)1)
|

How distances transform

Under translation

ot = gh 4 ot

So,
/ /
ol —af =all +a — ) —a¥
TR
=t —x
Thus, the distances are invariant under translation:
/ 1 __ 7 M
|xa - xbl - |$a - Ty
Under dilatation
2P = (14 N)a#

So,

ot — gt = (14 Nzt — (1 + Nzl
= (1+N)(g — ap)

We find that the distances between two point scales under dilatation, therefore the natural quantity which is
invariant under both translation and dilatation is

|zl — x| 14Xt — )
|lad — 2| A+X|2e — 2]
B |k — |zt — x| Y
- Jae — 2]
Under special conformal transformation
" Tt — b2
€T =
1—2(x-b) + b%a?
ah — g2
- A(w)
So,
B b2
ot = Yo — U Ty 5 Ta
A% (zq)
2
ot = xy — by

A2 ()



16 CHAPTER 1. CONFORMAL SYMMETRY

and,

P g ah — bra? _ xyy — blag
@ b A?(zq) A2(xp)

squaring both sides

TR T B pug2 2
m v bl‘a Ly bmb
)_

N S R
_ 22 +b*(22)? — 22%(z, - b) n zi + b*(27)? — 227 (xp - b)
At(zq) At(ap)
22w b) — 22(b- R
N2 () A2(zy) [@q - @y — 37 (x4 - b) — 2 (b~ mp) + balaf)
1—A2(xp) 1-A%(24)
- e e e e
_ 2 1—2(zg-b)  2(b-xp) — b2a} G| 1—2(z-0)  2(b-2,) — b%22
1 AYwa) A2 () A () Pl Al) A2 () A ()
n b (z2)? b (x3)?  2x4- 3
Atza) — A(xp) AP (a)A*(zp)
_ 2 1—2(w, - b) — A2%(x,) 1 a2 1—2(xp - b) — A%(xp)
‘ A(za) A2(24)A% () ’ At ()
n 1 n b%(x2)? n b?(x3)? 23
A2(xp)A?(zp) | Afwa) — Atap)  AZ(20)A% (1)
2| e + + a3 Py + !
A (@a) A2 (wa)A2 (@) | [ AM(ze) T A2(20)A%(a)
R T
At(za) — A(wp)  A2(a)A(p)
(g —ap)?
A2 (20) A% ()

Thus, we find that the ratio of distances are not invariant under SCT.

|k — 2| 1
o — 2| Alza)A(w)

where A(z,) = /1 —2(x, - b) + b222 We can however, construct another quantity which is invariant under
SCT.

|[za—mp| [za—wc|

/ ! ! !
|z — 2] |2y — 26l A@oA ) ez
[ Il T _lme—mal |Te—Zal
s X X o b d
7 = wal ot = 4] Aap)A(za) K(z)A(za)

_ |:Ca - Ib| ‘md - xc‘

B ‘xb - :Ed| |xc - ma|

Such expressions are called, anharmonic ratios or cross-ratios.

1.4 Lie Algebra of Generators

[Pm PV] = [_iaw _ial/]
= 7[8/1,78le =0

Some useful identities
[xav aﬁ]f = xaaﬁf - aﬁ<xaf)
——

(9pza) fHzadsf
=2a0pf — 2a0pf — (Opza)f
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= —(0pxa) f

[Ta,08] = —0p2a = —g,,0" 14
= Usa (1.19)

next is,

[1‘2,85] = [xamavaﬁ]
= 2%[xq, O8] + [z, O]za
=-—1%g,, —05Ta
= —1g —p
= —2a, (1.20)

and the last one is,

(22, 05] = 0, (0", O] + [z, Opla”
= —x,05 —1"g,, (1.21)

We will now consider, the lie algebra of different operators one by one.

[P, D] = [—id,,, —iz®a)
= —[0u, x%04]
= —2°[0,,0u] — [0, 7°]0a
— 6900 = —0) = —i(—id,)
= —iP,

[P Lag] = [i0u, —i(zadp — ©50a)]
= —[@“ xaag - Jfgaa]
= _[8uvxa]aﬂ + [8u7xﬂ]aa
= Yau0s — 95,04
= i(gapPs — 95, Pa)

[P, K, = [0, —i(2z,x%0s — 220,)]
= —[0y, 22, 2%00 — m28,,]
= —22,2%[0,, 0a] — 2[0, ,2%|00 + 2%[0, 0] + [0, 2%]0,
= —2[0y, 2, 2%]0a + [8H,J;2]8,,
= —2(gua® + 6ﬁxl,)8a + 22,0,
= —2¢,,2%00 — 2(2,0, — 2,,0,)
= —2ig,, D — 2L,
= —2i(guD — L)

D, K,] = —[2%0u, 27,504 — ©20,)]

= —2[2%0p, 1,27 0p] + [0, 2°0,,]

= —2{2[00, 2,2"105 + 2,2°[2®, 05]0u }
+ 2% [0, 22)0, + 2% (2, 0,,]00

= —2{z" (gaumﬂ + (553%) Op + xuxﬁ(—ég)aa}
+2:z:26‘# *W+I2 2020, ,ﬁaﬂ

= -2 s — Qxﬁxuag +Mﬁ§+ £E28#

= — (221,05 — 2°0,,)

- —iK,
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(Ko L] = [=i(20,870, — 30,),i(xads — 750a)]
= [22,2"0, — x au,araag — 2304)
=2[x,2" 0y, x,08] — [x28u,xa85} + 2[x,2"0,, x304] — [anM,:cBaa]

aef
=2{2,2" [0y, 2a]0p + Talru”, 98]0, } — %[04, a]0p — Ta[2?, 98]0, — (a < B)
= 22,2675 )05 — 224 (guga:” +% 0, — ng,wﬁg +2xq280, — (o ¢ )
~2209,2" Oy — 2°9ua0 + 2250 + 204 9ua” Oy + 27 gupOa — 2wpeal
= —2x,9,82" 0, — xZgW(‘),g +2r89ua2" 0, + x2gugﬁa
= —gu8(2x42"0, — x26a) + Jua (223270, — x285)
= iguaKp —igupKa = i(guaKp — gupKa)

(K, K,] = —[22,2%0, — 220, 22,2705 — 2%,
= —4[1,2%00, 2,2° 05] + 2[x,2 00, %8, + 2[2%0,, 2,2° 5] — [£°0,, 220,
= —dx, 2" [x,2%, 08) 00 — 4,z [aa,x,,mﬁ] 0 + 2z ,2° [8a,x2] 8, + 222 [z,2%, 0] Oa
+ 222 [&M xyxﬁ] Op + 21,2" [m2, 65] Oy — 2 [0, xQ]&, — 22 [a:Q, 0,]0,
n1,)0p + 4z, 29, — 222 (@™ + 65 2,,)0,
+ 222 M—i—éﬁxl, (“)5—4:10,, 8 — 22?2 :EM(’? + 222 x,,@

=0

=4z, 2 £

Next, we will see that Conformal Algebra in d dimensions is isomorphic to the Lie algebra of the Lorentz group
in d + 2 dimensions, any conformal covariant correlator in d dimensions should be obtainable from Lorentz
covariant expressions in d + 2 dimensions via some kind of dimensional reduction procedure. This is essentially
the idea behind Embedding Formalism. We define the following set of new operators:

Juw = Ly
1
JO,H = ) (Pu +KM)
1
']—Lu = 5 (Pu - Ku)
Jo10=D
with the property that
Jab = _Jba
d is dimension of spacetime
where v
a,be {—1,071,--~ , d}

These new generators, obey SO(d + 1,1) lie algebra:
[Jaba ch] =1 (nadec - nachd - ndeac + nchad) (122)

In this section, we will explicitly assume the form of flat metric as being euclidean, and given as:

Guv = Npv = (Lla"' 71)
d
Our metric in (1.22) would be given as:
N =(—1,1,1,-- 1) (1.23)

—_———
N-1-1=—1 w,v
noo = 1

If our original metric was Minkowski, we would have had:

Nab = (71313717"’ 71)
d
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We will now check, if (1.22) holds true:
1
[J,uua JO,a] = L,ul/a i(Poz + Ka)

1 1
= i[Llwv Pa] + g[Lﬂl/a Ka]

1 1
= _g[POHLHV] - i[KOHL;LV]

1 1
_5 (nap,Pp, - TIOLVP},L) - i(nauKV - nauKu)

= —Tau B(Pu + Ku)} + o [;(Pu + Ky)]

= _inayJO,u + inaVJO,;L

1
[Jo,us J—1,0] = [Z(P“ + K,), D]

1 1
= i[PIMD] + §[KM7D]
1. 1, . —1 )
= _§ZP/1 - 5(_”{#) = E(Pu —Ky) =—iJ 1,

If we assume that the metric in (1.22) is indeed given by (1.23). Then, the algebra (1.22) holds true. This
shows the isomorphism between the conformal group of d—dimensional Euclidean space and the SO(d 4 1,1)
group of d 4+ 2 dimensional Minkowski spacetime with 1/2(d + 1)(d 4 2) parameters.
Conformal Generators on the Field
Finite form of conformal transformation (2’ = Ax)*
O (2) = U(M)®a(2)U~(A)
(I);(AJJ) = Z’l‘rab(A)@b(l‘)
b
= Wab(A)(I)b(AilﬁU/)
= Tap (€™ Dy (e~ WoCa ") (1.24)

We have dropped the Y sign and summation over repeated indices are implied. Infinitesimal form of (1.24):

generator only acting on field

¥

Pl (z") = (1 —iwy T, Yab®p(A™12’)  generator which only acts on z/#
¥

= (1 —iwyTy)ap Py[(1 — iy cg )2'"]

@y (") +H{(1—iwgeg)a’™ —2'"}0,, @y ()
= (1 —iwgTy)ap[®p(2') — iwgega™0,Pp ("))
' (2') = (2') — iwy

T, + cqz'™ ®(z) + O(w))

Ox'H

Taccounts for the change in argument of field

However, we will not use this approach but rather we will consider the transformations at origin and then
translate it to every other point. This approach is based on studying the stabilizer subgroup of the Conformal
Symmetry.®> So, if we study the same at origin:

. 0]
P'(0) = D(a) — iwy [Tg + ch'“axm] d(z')

= B(0) — iwyT,®(0)

z’'=0

4tobias osborne’s lecture notes pg 18
5pg 7 of “The Conformal Bootstrap: Theory, Numerical Techniques, and Applications”



20 CHAPTER 1. CONFORMAL SYMMETRY

using translation operator
eix*PAq)/(O)e—ixaPa _ ei;cAPAq)(O)e—ix”Pa _ eixAPA,L-nggq)(O)e—ix”‘Pa
&' () = &(z) — eizxp*inggefmgp" e”ﬁpﬁfb(O)eﬂ'ZQP"
= O(x) — iwy e”AP*Tge_”’UP“ d(x)
we will find these “translated operators” later
For translation
(x4 a) = e Prp(z)e 1" Po
— i’ [Px, ](I)(SC)
using (1.26)
= e 9®(x)
For rotation, at z’# = 0. = z# =0
D7,(0) = map(A) 4 (AT10) = map(A) 5 (0)
Now, assuming the generator of rotation Ty = L, acts like®
Ly ®4(0) = 5,14 (0) (1.25)
at origin. At any other point, it will behave as:
Ly ®a(x) = €T L, ®,(0)e " P
_ e”ﬁPBLWe_”UP“ eie P @a(O)e_iwaPa

? Qq(z)

by taking the derivative of second term, we obtain the following commutator
D, (z) = emAPA@a(O)e—iz“Pa
0, Pq(z) = (aueimAPA)q)am)e—m“Pa + ei””APNI)a(O)(aHe_”aPa)
iPH@iIAPX‘I)a(O)e_”aP“ + el Pa B, (0)e =" Pa(—iPH)
= iPr®,(z) — i®,(x) P

= i[P*, ®,(x)] (1.26)
We will now derive the form of e’ Ps L,We_ilopﬂz
) . 1
e P, e” " P = L, + Ly, —iz®Py) + i 1L, =i Po), =iz Pa] + ...

=L, +ix% [Py, L) +. ..
———
i(gaupufgaupp,)
-2
= L,uu +1 wa(gaupv - gDLVu-P/,L)
=Ly, —x,P, +x,P,
= Ly + (2,0, — 2,0,)
—_————
we found in section 1.2
we know, at 2’ = 0 we have L,,, = S, so for the sake of consistency we get
. B o i
e PBLWe @ Po — S + i(x,0, —2,0,)
Spin OperatorT Ttransforms the argument of field

The exponential map of above can be found in any textbook on QFT which describes rotation or Lorentz
transformation.® If we ignore S, then we can see how the last part acts on field:

T

o [ g
x (V—|—2

wagLo‘B> xt

6pg 10, paragraph 2 of “Conformal field theory in momentum space and anomaly actions in gravity The analysis of three- and
four-point functions”

7using BCH lemma e Be~4 = ¢el4: 1B

8check eqn 1.141 and 1.150 of “QFT in curved spacetime” by Leonard Parker
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=t + %wa@i (20" — 2P9*) ¥
' (2) = B(x) — %WQBLQB¢(I)
=d(z) — %waﬁi(aca(“)'@ — 2P0 ®(x)
1
=d(x) + §wa@(xag’8”8(, — 2Pg*70,)®(x)
1
= o(x) + 5%3(350‘86 — 2P0%)2° 0, ®(x)

=®(x) — %wagLo‘ﬁx -0P(x)

~ <x“ — ;wa,@Lo‘ﬁx”>
(') = ()
For dilatation, at 2'* =0, 2" = (1+ A)z# =0 = z* = 0. We have w, = X and T, = D:
D®,(0) = Ad,(0)
corresponding commutator (by operating it on eigenstate of dilatation)
D|A) =[D, 2a(0)]10) + A (0)D |0)
AJA) = [D,®A(0)]]0) +0
A®(0)[0) = [D, 2A(0)] [0)

Applying the same procedure, we consider:

, . 1
¢’ Ps De=12"Pr = D 4 (D, —ia” Ps] + 5 ([P, —ia” Ps], —iaPy] + ...

=D —iz*(iP,)

=D+ z2%P,

=D —iz%0,
for the sake of consistency at =’ =0

=A—iz*d,

Now, we consider
D®,(x) = (A — ix%9,) o)

redefining A= —iA, we get
D®q(z) = —i(A + 2%0a) Pa(z)
Similarly,?
(D, ®,(z)] = De'™ Fr &, (0)e " Fr — ¢ Fsp,(0)e " F- D

DY ey _inB - - B i e i
_ ezm Py ezm P, De ix” Pg (I)a (0)6 v’ Py em: Pg (I)a(O) e iz’ P, De iz Py, e ix” Py
| — S —

=D+zP, =D+zP,
= "D 4 2% Py, B (0)]e "

_ emﬁpﬁ (D, ®,(0)] e~ Ps 4 emﬁpﬁ (2% Py, §(0)] e~ 127 Po

= Ad,(z) — iz - 0D4(x)

=—i(A+xz-0)P4(x)

Finite Dilatation!?, we consider Dzt = —ix - Ozt
EE—
) A A

¢ =tz =Py = <l—|—iN D) (1+iND)x

9from pg 31 of 2309.10107, and = is not an operator here but a number

21

(1.27)

(1.28)

0look up Lectures Notes For An Introduction to Conformal Field Theory A Course Given By Dr. Tobias Osborne, pg 19
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then at origin, the field transforms (active transformation) as:
A A
®0)=(1+i=D]|...|1+i—=D)®
(0= (1+i3D) . (1+i3.0) 20)

(1 + i;\]Aa> . (1 + i;\[Aa) ®,(0) (using D®(0) = Ad)

= 229, (0)
= e e, (0)

In passive transformation

A A
o (0)=(1- iNAa) <1 - z'NAa> 3,(0)
—_ e*i)\Aa@a(O)
=e*29,(0)
For arbitrary point (ignoring the change in argument of field and thus generator cg):
O, (2") = map (eP) @y (@)
= [* 2y ()
o) (x) = [ ] Pp(7) = e P, (2)
For SCT, z'* =0 = z* = 0. Hence, we will consider the same equations, but in this context:
KM‘IJQ(O) = KH@{I(O)

Again, applying the same procedure,

) o 1
ezxﬁPQKue—’Lw P, _ KM + [Kw —ixﬁPg] + 5[[[(

uy —i2P Pg), —ixP Pg] + ...

1
=K, —ir’[K,, Ps] + 5[—1'3#* (K., Pg), —iz" Pg] + ...

1 -«
= Ky +227(gu5D = Lug) + 5227 (945D = Lyug), —ia Pa]
=K, +22,D —22°L,5 — iz, x*[D, Py] + iz’ 2 [L,5, Pa)
——
—i(gauPs—9gapPpu)
=K, +2x,D— QxﬁLﬂg + 2P, + xuxﬁP,g — 22" P,
=K, +21,D — 22°L,,5 + 22,2° Py — 142" P,

From the generator of dilatation and SCT, we have'!
[D,K,) = —iK, at o't =0 = (A, k] = —ir,

and

[D,L,,] =0 at 2" =0 = [A,S,,]=0

For primary fields:
K,2,(0)=0

Since, for primary field A commutes with all other operators which belong to the stability subgroup. By Schur’s
lemma A o< I, where [ is an identity operator. The SCT and momentum generator acts as ladder operator for
Dilatation.

[D, [Py, ®(0)]] = [By, [D, ®(0)]] + [[D, Pu], ®(0)] = —i(A + 1)[P, 2(0)]
(D, [K,., ®(0)]] = [Ky, [D, 2(0)]] + [[D, K], ®(0)] = —i(A = 1)[K},, ©(0)]

Hsame notes, look at eqn 65 to 70 (pg 18-19), all these commutators are for Ty
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Conformal Invariance of Scalar Field

Start from the free, massless scalar action in d dimensions:

1
Stel = 5 [ ' (0,0)(0"0).
Under a scale (dilatation) transformation
x> 2 =\, A>0,

a primary scalar field transforms as
(@) = ¢ (') = A2 o(),

where A is the scaling dimension to be determined. The measure scales as'?

d'z — d'a’ = X'd’z,

and the derivative transforms as

ox¥

o O (A 780(2) = ATIAT20u0(x) = ATETV,0(2).

ud(x) — 0,¢'(z") =
Hence the kinetic density transforms as
(99)* = A3 (99)?,

and the full integrand scales by
d¥z (0¢)? s ANT2HATD gdg (9¢)2.

Classical scale invariance of the action requires the exponent of A to vanish:
d—2(A+1)=0.

Solving for A gives
A=—-—-1 (1.29)

Finite Conformal Transformation of Fields

We begin by noting that translation and rotation do not introduce any new thing that we hadn’t encountered
in QFT, it is only the dilatation which does. Upon exponentiating the infinitesimal dilatation:

&/ (z') = e~ o[ Toteos 50w | (1)
—_ efingg efiwgcga:'-% CI)(iL'/)
_ e—ingg(I)(e—iwgcg J)/)
This section is taken from “advanced mathematical methods - conformal field theory” by David Duffins.'?
P! (2)) = U(N) @y (2 YU H(A) = e @oTod e™oTs
_ e—iwg[Tg7 ](I)a(x/)
For translation
O (x) = e P p(0)e "o = e*29(0)
Or,
' (2') = d(x)
= &(2’

— ¢ 9% b (')

_a)

12the metric and metric determinant do not change due to Weyl scaling, resulting in measure being transformation dependent
13 Active coordinate transformation is given as: ®(z') = U(A)®(x)U~1(A) whereas passive transformation is given as ®(z') =

U= (A)®(2)U(A)
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— e—iaP(I)(x/)

For dilatation (2/ = ez)

(I);(ZL'/) _ e—iAD(I)a(x/)
_ e—)\(A-&-x/ﬁ)(ba(x/)
— e—)\A e—)\mﬁq)a(x/)
—_———
D,lerz’]

= e M0, (2)

The last part could be understood as:
A
o, [(1 - N) x} = e_%”aéa(x’)
A A AL A A

N terms N—1 terms
Do(ez) = e AP, (1)

D,

or, alternatively




Chapter 2

Embedding coordinates for Euclidean
Space

We start in the embedding space R%11 with coordinates

XL x0 xt x2 ... x?
N—————
XH

To simplify the discussion, it is convenient to introduce null coordinates, X™ = (X*, X~ X#), defined as'

Xt =X"+X ., XtT+X— o X - X7
X~ =X"1_x0 o 2 ’ n 2

With this choice, the mostly-plus metric of the embedding space becomes
d d
ds® = —(dX 1) + (dX°)* + ) (dX*)? =) (dX")? — dXTdX~
p=1 p=1

This can be written in matrix form as

0 *1/2 0 0
s 0 0 0
0 0 1 0
NMun =
0 1

The power of the embedding formalism is that the conformal generators in d-dimensional Euclidean space can
be realized as Lorentz generators in d + 2 dimensions. To make this connection explicit, we introduce new
coordinates (p,7,x,) via the transformation

1— 2 2
x - Pom 4T
2
1 2 _ 72
x, = POt =)
2
X, = px,

This parametrization makes manifest an important redundancy: scaling all embedding coordinates by an overall
factor \ corresponds simply to p — Ap. Thus, points related by rescalings X’4 = AX4 correspond to the same
physical point in the conformal compactification. To proceed, we invert the transformation to express (p,n, x,)
in terms of X 4:

Lthe index with lowest numeric value has the same sign in both X*. If we had considered, X9t! rather than X! then the
definition would have been something like
x* = X0 £ x4

25
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p=X_1+Xg

ViunXMXN TR
n X 1+ X, i< NMN
Xy

= X 1+ Xo

Next, we compute the change of basis for derivatives. Using the chain rule, one finds

o 0 1+n*+# 0 =z, 0

0 _ 9 1-w-30 =z 9
0Xo Op 2pn on  p Ox,
0 _a:uﬁ 10

0X, oy pox,

The Lorentz generators in d + 2 dimensions are

JMN - XMaN _XNaM

By combining them appropriately, we recover the familiar conformal generators in d dimensions
e Translation

0 0 0
P, =J_ X |+ X —x, (2 -
p = J1u+Jou = (X1 + O)GXH (3X0 8X1)
(210 (10
pndn  p oz, "\ pon on
_9 _ 9
_axu_axﬂ
e Special Conformal Transformation
0
K#:Jovﬂ_Jfl’H:(Xo_Xfl)ai)(u_X 8X0
o 10
=) (G )~ ( ) =
ol ) pn On  p oz, Pu ap 2p77 paxu
7 —xg 0 n? + 7

0 0
2= _9 ML 2
3 -7 )&Eu PPudp Op T 7 87} 2w, 0)

0 0
=2 - 0) — 220 20, — 2px,— + 2z, n—
z, (v - 0) u + 170y Py ap + I"”an

e Dilatation

D=J 1= X_laf(o - Xoa)?_l X_, aixo +X08§_1
_p(l—n2+§;’2)[8 1-n*-3 0 «z, 8}
2 dp 2om  On  p Oz,
+p(1+772—§:'2)[8 1+ +3 0 =z, 3}

9 o 9

- _aoh 2
pap oxH n@n

If we now restrict to the null cone n = 0 and fix p (using the scaling redundancy), the generators simplify to
their standard flat-space form:

Py =0y
K, =2z,(x-0)—2"x,0,
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D = —z"0,

Note that conformal algebra is satisfied by both &P, and +K,,. The null cone corresponds to 7 = 0 but no
condition imposed on p. Thus, there’s a gauge redundancy: different values of p acting as scale factor for the
coordinates correspond to the same physical point.

Next important to understand now is how the tensor fields transform under conformal transformation. We
can use the embedding space to deduce their transformation law which is often more illuminating than the
algebra gymnastics.

2.1 Tensor field under conformal transformation

The transformation rule for tensor field under conformal transformation is very complicated, therefore we will
rely on Embedding formalism to find a simpler form. In this approach, physical spacetime coordinates x* are
understood as projections from a higher-dimensional embedding space with coordinates X4 € R%2, where the
conformal group SO(d, 2) acts linearly. Tensors in physical space are then obtained by pulling back embedding
space tensors via this projection. Specifically, a tensor in physical space is related to its embedding space
counterpart as follows:

ozt OxHn 9X B OXBm 44
TL @) = e A g e TALHL (0

The map from embedding to physical space is given by

X X
X+ T X0+ X1

o

but due to the projective nature of this construction—i.e., physical points correspond to rays in the embedding
space—we are free to rescale X ~ AX, which is a manifestation of dilatation symmetry. Under this rescaling,
the tensor should satisfy

T(AX) = A"2T(X)

which defines its conformal weight A. Using this, the projected tensor can be written as

( 1 )A Ozt drkn 9X B 9XBm AT A ( X)

L@ =37 ) axa " oxA g oo LBiba \ X7

Vi VUm

This includes both the Jacobian factors from the change of variables and the prefactor from conformal weight.
If we choose the embedding slice X+ = 1, then the projection simplifies significantly. In this gauge, we

define the following object:
oxt

x4

e =X"
and the projected tensor becomes
Tyt (x) = el el et e TRl (X)
Using the explicit form of the projection z# = X*/X T, we compute
Ozt (X0 + X 1) — X1(8% +64")
XA (X0_|_X—1)2

and setting X = 1, we get

po_ sp 0 _ —1_ _ u
ey =64, ep=¢€, =—o

However, if we don’t choose the slice X = 1, then the projected tensor carries an additional scaling dependence:

1 A+n—m
1 — M1 tn ,Bi . BmgAi-A,
Tllll'“Vv: (37) B ()("') €a, €A, el’ll el’v;n TBI"'Bm (X)

depends only on physical point

This shows that tensors projected from different embedding space sections—i.e., different choices of X ¥—differ
by a power of XT. So if two representations x and & correspond to the same physical point but lie on different
sections (i.e., with different values of X ), then the corresponding tensors are related as

o= (5)"" " 10
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dx’
dx

Figure 2.1: Upon Lorentz transformation, the points get mapped to different section however by utilizing the
dilatation, we bring it back inside the original Euclidean section.

Next, consider how the tensor transforms under a conformal change of coordinates x — x’/ which amounts
to applying the corresponding Lorentz transformation X — X’ = AX in embedding space. Since the Lorentz
transformation will map the tensor T'(X) to another tensor T'(X’) living in different section, we will need to
use above expression to map it back inside the original section labeled by X*. The tensor at &’ is then:

1 n By B,
TH b (F) = oz e o't X' e ox’ AiAn (X
Vit Um 90X A1 OX'An Hx'1 Ox'vm B1:-Bm

Now applying the chain rule, we insert identities:

o' 't da” X' 89X’ 9zP

oX' oz 0X'’ 9Oz’ 0P Oz
This yields:

gy ity = (O 02N (Oal D\ [0t | dutn X OXPn) s )
ViV Uy Y Ot Oxon o' Ox'vm OX A OXAn O OxPm B1Bz:-Bp,

’
tensor field projected on section X T

4\ Atn-m n m
X T (Jj/) _ Ox'm o ox'H orP o oxP —— (x)
X'+ ViV2Vm O Oron oz ox'vm Bi-+Bm
o' Hg'Hn P 9B X'+ Atnom S
— 1 n
- < 8:1:(11 e axan > (81./111 e 8x/um, > X+ TB]'“ﬁWL ('T)
The factor (X -+ /X )A+7=m arises because 2’ and #’ are physically the same point, but obtained by projecting

from different embedding sections. To express this ratio in terms of the coordinate Jacobian |0z'/dx|, note
that from the projection z# = X#/X™* and 2/ = X'*/X T, one finds

Xt ox
TI\X't ) aX

Ad4n—m
d

tensor field projected on section X+

d

X+
Al

= X’—‘,—

o
oxr

_|ox  ox

T |or 0X

_|ox o ox'
T |ox X' 90X
oz’

X+ A+n—m
()

Finally, combining everything, the full transformation law for the projected tensor under a conformal coordinate
transformation is:

and therefore,

_Ad4n—m
B ox d Hx'M Hx'Hn Oz OxPm .
" | oz oz Gron dxv Qxlvm ) TP Pm (@)
This expression makes it manifest that the projected tensor transforms as a tensor under general coordinate

transformations, but with an additional conformal weight A + n —m that reflects both the homogeneity of the
embedding space tensor and the number of upper and lower indices involved in the projection.

T#ll"‘/ln ()

U
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2.2 Finding Correlators from Embedding Space

Needless to say, it is significantly easier to construct Lorentz covariant expressions than conformally covariant
ones. Therefore, the natural question arises: once we have constructed Lorentz covariant expressions in d + 2
dimensions, how do we descend to d dimensions without breaking covariance?

Since we have already fixed 7 = 0 in our derivation of the conformal generators, we now focus on the
structure preserved by Lorentz transformations: the null light cone X? = 0 in embedding space. This cone,
defined in R%11 as the space of null rays through the origin, is given by:

X2 = —(X0)2 + (X1)2 N (Xd+1)2
d
=-XTX" 4> (X*)?=0

p=1

Although correlators are initially constructed as Lorentz-invariant functions over the full d + 2-dimensional
ambient space, we now restrict them to the null cone. This constraint effectively reduces the support of such
correlators to a d + 1-dimensional submanifold, since one of the coordinate dependencies—say, X ~—can be
eliminated using the condition X2 = 0 (in our case it leads to n = 0).

Next, we reinterpret embedding space as a fiber bundle over the physical d-dimensional spacetime (where
the CFT is defined). Each fiber consists of null lines in the (d + 2)-dimensional space, and each point in the
base space corresponds to an equivalence class of null vectors X4 ~ AX“4, for any non-zero A. This reflects the
earlier observation regarding the arbitrariness of p: all such rescalings represent the same physical point in d
dimensions.

This identification has an important consequence: As mentioned earlier, this introduces gauge redundancy
in our description. To eliminate another coordinate, say X = p, we fix the gauge by selecting a section of the
bundle with specific choice of the slice on the embedding space, typically the Fuclidean section, defined by:

Xt = p= f(X") = f(a")

Although Lorentz transformations may take a null vector outside this section (as they mix time-like and
space-like directions), theu can always be brought back by utilising the scaling equivalence X4 ~ AX4. This
choice anchors us to physical d-dimensional spacetime, completing the descent from d + 2 dimensions while
maintaining conformal covariance inherited from Lorentz invariance in the higher-dimensional space. With
these prescriptions in place we can now identify X* with the Euclidean space coordinates x* by stripping p
dependence.

This leads to definition of X~ based on null condition as:

X — ZZ:1(X#)2 _XHX, x2
B X+ Xt (X
or, equivalently?
» 23—5*2
p-+ 3 =" = p=0

The spacetime interval on this section is given as:

ds® = daz® —dXtdX~ , ,
X+=f(X"),X"=2%

This section satisfies two of the following conditions:

e section intersects each of the light rays at some point

e maps each point in d dimensional Euclidean space to a point on the null cone in Embedding space.

We have shown how to get generators of conformal transformation from Lorentz generators by embedding a
null cone in ambient space. Let us now analyze how Lorentz Transformation acts on a generic section on that
null cone. The Lorentz transformation acting as rotation on the point X“ in the null-cone will move it to
another point on the null cone outside the the section XZ = ABAXA.

2in our notation z# = pz*
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X S X0 X+

X2=0
hypersurface
(Null cone)

X(1'+1

X

Figure 2.2: The hypersurface perpendicular to X axis cutting at X = 1 is shown as a plane and the null
hypersurface is shown as the cone. The intersection of these two hypersurfaces describes the Euclidean Section.
Dilatations are rotation in the X°X?*! plane and SCT or momentum generators are rotations in X#X*! with
XO0X 1 plane.

However, suppose via some conformal transformation (dilatation) in d dimensional Euclidean Space, we can
move X5 to X back into the section. In all these steps, the only thing that changes the metric is the rescaling
to get back into the section.

ds% = dXMdX
= dAX)XM)dNX) X )
= [MXM £ XM(VN-dX)][NdXn + Xpr (V- dX)]
= N2dXMdXpr +20dXM X (VA - dX) + XM X (VA -dX)?
=0 =0
= \N2dXMdXy = Nds?,
where we used, X? = 0 and X*dX u = 0 for restricting it to null cone.

Assuming the three conditions we used for simplification applies, the Lorentz Transformation in d + 2-
dimensional spacetime is equivalent to conformal transformation in d—dimensional spacetime iff metric in
d—dimensional space is Euclidean thus, dX, in ds? has to vanish. It gives us the condition for defining the
Euclidean section as X = p = constant and thus, for the sake of simplificity, we take it as 1. Thus, we have
two conditions which we can use to eliminate two extra degree of freedom.

In the embedding space formalism, choosing an Euclidean section corresponds to picking a specific way
to embed the d—dimensional space in the (d + 2)—dimensional space. We define the following map between
d dimensional Euclidean Space with conformal symmetry to null cone in d + 2 dimensional Minkowski space
]RdJrl,l

(X, X7, X" = (1,27 2")
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Here, we note that choosing a constant value for X+ would give us a section on the cone on which the induced
metric is Euclidean.

2.3 Tensors in Embedding Space

In this section, we will only concern ourselves with traceless and symmetric fields in R? and leave the anti-
symmetric tensors for future. Consider a symmetric and traceless tensor® O M,...Ms defined on the cone X 2=0
in R411, Under the rescaling X — AX, the tensor transforms as

Onty..ms(AX) = A" 201,15 (X)

i.e. it is a homogeneous function of degree A. We expect Oyy, .. .am¢ to get mapped to traceless and symmetric
primary field in R%. Since, each index go from 0 to d + 1, in R4*1! we find that, for d + 2—dimensional fields
other than scalar have 2 more degree of freedom per index than d—dimensional fields. In order to remove the
extra degree of freedom, we consider the transversality condition.

XMOu, s =0
We define the physical field to be:

() = OXM gxX M2 X Ms
Puwr...() = Ozt Ozv  Ox*

Oy .5 (X)
X=X (x)

Note that, this definition implies a redundancy. Indeed, anything proportional to XM gives zero since

aXJM
ozt

X?2=0 = Xy =0
Therefore, Opr,.. 016 (X) = Ongy s (X) + Xagy Fiauy. a5 (X) gets mapped to the same physical field. This
SO(d + 1,1) tensor is sometimes referred to as pure gauge in the literature. It is this gauge redundancy that
reduces another degree of freedom per index by making it unphysical.

2.4 Examples: Two point and Three point correlator

In the last section we showed how the embedding space formalism put in place could be used to deduce the
conformally invariant correlator. In this section we will utilize the formalism and explicitly construct two point
and three point function using the formalism developed thus far. From 1.3, we know that the ratios are only
invariant under dilatation and translation. Therefore, we seek to construct an invariant out of these ratios and
metric tensor which is also invariant under SCT and the exchange of indices p <> v. First we will derive the
form of scalar one point correlator. A scalar primary is denoted by Oa (notice the absence of the Lorentz index,
which indicates that it is a scalar operator). We want to enforce the invariance of correlator under conformal
transformation. For a one-point function, this reduces to

(Oa(@™)) = (Oa (™)) (2.1)

This condition must be enforced for all four conformal transformations. We will begin by enforcing translation.

Translation: ¥ = z* + a*

It was given previously that the Jacobian for a translation is one. Therefore, our operator simply does not
change under this translation

@A(i‘“) = @A(Z‘“)
enforcing this in (2.1), we are left with

(Oa(@")) = (Oa(a™))

3symmetric tensors with spin s under SO(d) form irreducible representations that correspond to integer spin particles (bosons).
Anti-symmetric tensor fields have interpretation like they correspond to bivector of spinors etc.
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where the operators are now the same on both sides of the equation. Notice that a correlation function is just
a function. Therefore, this is equivalent to saying

f(@) = (=)

Since this must be true for every possible translation, this tells us that the function has the same output
regardless of what the input is, which means the function must just be some constant. Therefore, by enforcing
translation we can conclude that

(Oa(E")) = (Oa(x")) = constant = C

We are not yet done. We need to make sure that all four transformations leave the one-point function
invariant. Let’s see what we can learn when we enforce dilatation.

Dilatation: z# = \z*
Applying the Jacobian for dilitation, we see our Primary Scalar Operator transforms as

A/D

2 H ~
- ‘ax Oa(z") = A2 Oa (M)

Oat) = |95

We want to enforce this in (2.1) and use our results from enforcing translation invariance. This gives us

(Oa () = (Oa (@)
= (A"20a (")
AA

P(ONCD)

We found previously, by enforcing translation, that

(Oa(a")) =C
which means

C=\2C

This equation must be true for arbitrary scale factor A. Therefore, unless A = 0, we can conclude that C' = 0.
For unitary CFTs, the only A = 0 operator is the identity operator. So, with the exception of the identity,
all one-point functions must vanish!

(Oa(z")) =0 for A#£0 (2.2)

We said that we must impose all four conformal transformations, but the others are trivially satisfied at this
point. So we are done with one-point correlators! Again, we’d like to highlight the fact that this is the result
for ALL CFTs. You don’t need to know anything else about the system, only that it has conformal symmetry.

2.4.1 Two-point Scalar Primary

For two-point functions, we need to enforce

(O, (#)0n, (7)) = (On, ()0, (7)) (2.3)

Again, this must be done for all four conformal transformations. As with the one-point function, we will begin
by enforcing translation.

Translation

First, notice that (Oa, (#)Oa,(Z4)) is an object that takes two positions as inputs and gives back a number,
so we can just write this as a function of Z}' and 4

{On, (31)0n, (35)) = f(21,75)

We found previously that under translations, scalar primary operators transform as

o) = O(a)
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Putting this result in the right side of equation (2.3), we find that
<(§A1 (‘%/{)@Az (i.g» = <@A1 (xﬁb)@AQ ({,Cg))

Notice that the only differences between the left and right side of this equation are the inputs. The function
on each side is the same

f(@,2y) = f(af, =5)
Under translation, we have z# = x* 4+ a* — z# = T* — a*. If we put this into the previous equation it becomes

flaf —a* ay —at) = f(al, 2h) , Va*

This must be true regardless of the value of a* which means that a” must somehow cancel out. This is only
satisfied if it is a function of ) — 2§ so we have

flah,wy) = flay —a5)

That is, our function cannot be any function of the two positions. Rather, it can only depend on the displacement
between the two positions. Therefore,

(O, (21)On, (a4)) = flaf —ab)

Let’s now see what we can learn by enforcing rotation.

Rotation # = Azt

The Jacobian for rotation is the same as for translation, 1. Therefore, scalar primary operators transform the
same under rotation as they do under translation

(On, (#))0n,(74)) = (Oa, (21)Oa, (25))
Re-expressing this in a more familiar form, as functions, we have
f(@,25) = f(alf, 25)
Next, we impose what we found by imposing translational invariance
f@) —a5) = f(af — ab)
Expressing the transformed coordinates in terms of our original coordinate system, we find
FAAS (@Y = a5)) = f(af — a3)

This tells us that applying a rotation has no effect on the output. This means that the function must depend
only on the magnitude of the separation |z} — 4| (Recall, rotating a vector changes it, but rotating a scalar
does nothing). So, from applying translational and rotational invariance, we can conclude that

(On, (#1)On, (25)) = f(l2f — a4])

We will now continue by enforcing invariance under dilatation.

Dilatation

Recall, under dilatation, scalar primary operators transform as
(’N)A(;i“) = )\_A@A(.’L'M)
Substituting this into our two-point function condition, eqn. (2.3), we have

(O, (#)0n, () = (Oa, (#)0a
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where we are able to pull the \’s out of the correlator because they are just scalars. Notice also that we used
what we already learned from translational and rotational invariance. This tells us that

FUFY = 351) = A BF82) f(jak — af))
We can apply the transformation to the coordinates on the left-hand-side, which gives
FOa = ah]) = AmBH82) £(jay — )

What does this mean? We can consider expanding our function in a power series
f(|z) = 241) ch‘xl_%
Substituting this in above gives

Do enXlef = af|" = ATEAD Sefat - o
n

This is only satisfied for all A, if all n = 0 except n = —(A; + Ay). Therefore, after enforcing translation,
rotation, and dilatation symmetry we have

(On, (21)On, (a5)) = Clalf — ap|~(Br+22) (2.4)

where C' is some undetermined constant.

Special Conformal Transformation

Enforcing special conformal symmetry directly is a very messy business. Luckily for us, as discussed previously,
a special conformal transformation is equivalent to performing an inversion, followed by a translation, followed
by another inversion. Since we have already enforced translational invariance, this means it is sufficient to
enforce inversion invariance, which is much easier. Recall, an inversion is given by
bt
o
=2
z
As with the other transformations, we need the Jacobian for inversion in order to see how the operators will
transform. This is given by

1

i.QD

ox#
oxv

Therefore, under inversion, scalar primary operators transform as

. A/D X
Oa(@) = (;D) Oalah) = ﬁm(w)

As usual, we will now go put this into equation (2.3) to enforce the symmetry

a
s
—~

1
=T

a
>
V)
—~

ISl
N=
S—

Il
—~

Q
g
—

S
=T
N~—

Qv
>
[V
—

ISl
T

Now, we can use our result from enforcing dilitation to replace (Oa, (##)Oa, (Z4)) on the left and (Oa, (z4)Oa, (x
on the right of this equation to get

C 1 1 C

== p 2.5
T = aERTA T @A (@) [af - ahA 22)
With a bit of algebra, this is equivalent to
ARG S y
G — G5 TEs ol —afAiias (26)
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In order to put this in a more friendly form, we will use the following identity for inversions. Note: verifying
this relationship requires substituting in the inversion transformation and some algebra. The reader is highly
encouraged to check it.

T 1
(@ —5)* () —a)?

(2.7)

Using this identity in eqn. (2.6), we find

“2\ Ay (72)As —9-9  qSLbR2
(@1)71(23) _ { ) }
e e N s s
This is only satisfied if
A = Ay

Therefore, we find that the two-point function vanishes, unless the dimensions of the two operators are the
same. In summary, the two-point function for scalar primaries in ANY CFT is given by

; by = O,

(On, (27)On, (%)) = W (2.8)

Note that it is standard convention to choose to normalize your operators so that C' = 1, so you will often see
this without the C' constant included. We leave it here for complete generality.

From Quantum Field Theory

The Euclidean space correlator can be calculated by Fourier Transforming the momentum space propagator

dD . ’
6P —a) = [ i OF et

(2m)P
where,
1
GY (p) = =

Therefore, the correlation function in real (Euclidean) space is the integral

D ipu(z,—x'))
(0) . d p e H K "
- [ Gp

we can simplify the integrand by using Schwinger trick:

1 1 [ o
?:*/ doae 27
p 2 /o

Now, let’s use this to re-express our correlator as double integral

0 1 ° de _an2 7 z,—x
G%)(x—x’)zi/o da (271_)[)6 2P Fipu (@)

The integrand is gaussian and integral can be calculated by considering shift in variable

(&%

1 N2 1 N2
2 . X Ty =T, T =),
5P —zp#(x“—x#)—g(\/apu—z“ﬁ) +§( NG )

and by using the Gaussian integral,

—
Ty—x

2

D 1 ap,—1 =

[ AR
T

We find the correlation function to be,

ZIJ_Z/ 2 Q J—
Gg)(ﬂﬁ—m’)zl/wdaa—D/?el 2(1‘ :F(Q—l)
o ) e

D

This is same as what we found previously by considering only symmetry constraint with A = 5 —1 as found

in (1.29).
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2.4.2 Three-point Scalar Primary

For the three-point function, we need to enforce

(01 (a4)Os () O3 () = (O (') Oa () Os () (2.9)

Enforcing the symmetries for the three-point function follows in a very similar way to the two-point function,
so we will not include as much detail. The reader is encouraged to work through any excluded details on their
own.

Poincaré

For translations and rotations, the same line of argumentation that was used for two-point functions can be
applied. However, instead of two points at our disposal, we have three. Therefore, our function can be a
function of the magnitude of the separations between any parings of three points.

(O1(21)Oa(24)O3(x5)) = f(|x1], [2h3], [25:])
where [ty | = [af — o], |of) = |of — 4], and [afy| = |2t — 2t
Dilatation

Enforcing dilitation invariance with our three-point function, we have

(O, ()0, (#) 0, (#5)) = (Oa, (#)On, (#)On, (#))
= (A72104, (#5)A7 2204, (#5)A ™22 O, (25))
= A"AINTEATA(On, (21) O, (a5) Oy (o))
Using our results from enforcing Poincaré invariance, this becomes
F2%5], 25, 125 1) = )‘_(A1+A2+A3)f(|$lf2|v A NE)) (2.10)
Subsituting in the dilitation transformation on the LHS, this is
F\atal, M|, Al [) = -Gt Bet8) [kl |ah], 24 ) (2.11)

As with the two-point function, we can expand our function in a power series.
Flatyl, |25l |250]) = D complaty|" s ™ |25 |7 (2.12)
nmp

Substituting this in, we find that all terms must vanish, unless
ndmtp=—(A1+ Mg+ Ag)

Therefore, dilitation and Poincaré invariance tell us

(01 (a4) O () O5 () = > Crmp| T2 |n |55 | 24 |7 (2.13)
nmp=—(A1+A2+A3)

Special Conformal Transformation

Again, to find the effect of imposing special conformal symmetry, we need only to impose inversion symmetry,
which is much easier. Although easier, the algebra is still quite nasty and will not be shown here. Ultimately,
inversion (therefore special conformal) invariance leads to the additional constraint that all terms vanish, unless

n:A1—|—A2—A3

m:A1+A3—A2 (214)
p=A~02x+ Az — A
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Therefore, after enforcing all of the conformal symmetries on the 3-point function of scalar primaries, we find

_ Cio3
[zho ™ [ ™ |25, [P

@Al (xT)@Az (xg)@As (Jig) (215)

where n, m, and p are given by (2.14). We find that, as was the case with the two-point scalar primaries,
the spatial dependence of 3-point scalar primaries are completely determined. We are left only with a set of
constants Cio3. It turns out that this set of constants is vitally important to defining any particular conformal
field theory and they tell you how much your given operators interact. This set of constants goes by various
names including the 3-point coefficients, the OPE coefficients, and the structure constants.

2.4.3 Going beyond scalars

Moving on, we next consider the two point corrector of vector field. The ansatz for such a correlator is:*

1 (331 - Iz) (331 - $2)u
Ju(x1)Jy(x2)) =C ————< g + 0 £
(Ju(@1)Jy (22)) o1 — 22 Iu (x1 —x2)?

same as scalar case

The correlation function is invariant under translation, therefore we will consider following redefinition:

(Julzr) Iy (22)) = (Ju(zr — 22)J,(0))
= (Ju(212)J,(0)) = (Ju(2) ], (0))

Since SCT is just inversion—translation—inversion, we can this property to our advantage. As the correlation
function is already invariant under translations, it suffices to verify its invariance under inversions. If this
property holds, then by extension, the correlation function will also be invariant under SCT. The inversion
transformation is given as’:

r Ty n2 1
Ty = "3 |5C | = )
T 2|
and
! ! !
Oz, _iﬂ_i g _Q“TI“T”} =2 |g _2%
Ozt Ozt a2 22 [T 2 v z'?
—_——
I,

The vector field would transform as

without conformal factor

, , O || Oy | 0, Oy 5
(Jul(z1) o (z3)) = e py Dok D (J*(x1)J" (z2))

this was used to derive
the correlation function for scalar case

we see that

A/d

‘6%@ Ald ‘axﬂ 1 _| /|_2A|x/‘_2A 1 _ 1
L R T e T i
—_————
|$,1|—2A
where we used
ol = (2 - )
W\ o

4pg 24 of “CFT with boundary and defects” by Herzog
5pg 17-18 of “Quantum Gravity and Cosmology based on Conformal Field Theory” and section 4.5 of “A conformal field theory
primer in D > 3” by Andrew Evans
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v
xT xT . . . . .
Then, we only have to ensure that ¢*” + d =252 is invariant under inversion.
’ T2

g+

!
12

(z12)" (212)”

(z

)2
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o oxtalt  ayadt o allaly(af - ah)
= 2 7 2 12 2
|24 |5 |21
W 9 ataly
,1255/11/2""S /2295’1*5—5\35’12| ,12 2,2
|25] B2 e
zv /e mlux/u z
—(6+2) 2/3 126 +2) 12y ( ,12 2
|25 |1

Y

o Ty x T15T75
5 —olabl e

2 /2
|1t

which implies 6 = —2. Hence, the two point function is given as

6the conformal factor is there following eqn 55 of TASI Lectures on the Conformal Bootstrap. The tensor operator under
inversion transforms as mentioned in eqn 3.18 of Conformal Field Theory with Boundaries and Defects or eqn 1.55 and 1.60 of

EPFL Lectures on Conformal Field Theory in Dj= 3 Dimensions

O (z') =

ox®
Ox'P

O;L (=)

A+1
- Ox'H

oxY

0¥ (a') = '

A—

ox®™
Ox'P

a |A/d
0% 1™ (@) 0¥ (o)

ox'P

A—1
d  Ox¥
ox'®

O, (z")


https://arxiv.org/pdf/1602.07982
https://www.ggi.infn.it/laces/LACES21/CFTdefects21_CFTnotes.pdf
https://arxiv.org/abs/1601.05000
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@0 = s [~

TpTy

22
The embedding space formalism gives the same answer”: Considering a tensor field of SO(d + 1, 1) denoted as
O4, ..., (X), with the properties

e defined on the null-cone X2 = 0,

e traceless and symmetric,

e homogeneous of degree —A in X, i.e., O, 4, (AX) =A"204,. 4, (X),

e transverse X404, 4, (X) =0, withi=1,...,n

It is clear that those are conditions rendering Oy, . 4, (X) manifestly invariant under SO(d+ 1,1). In order to
find the corresponding tensor in R¢, one has to restrict O A;...A, (X) to the Poincaré section and project the
indices as

X4 oxXP

(0" )0 (22) = G G

(04(X1)0B(X2))

For example, the most general form of the two-point function of two operators with spin-1 and dimension A
can be derived as:®

Ay B XA B
(0N (X1)0P(X2)) = 2 [AB+aX2X1 +5 1X2]

(X1 - Xp)A K X1+ Xo X1 -Xo

We will drop the last term as it projects to zero anyways.

Ci [ ABMXQAXIB]

(000 (X)) = s [T X
According to the transverse condition
C
X a1 (04(X1)0P(Xa)) = ﬁp{f‘ +aXP)=0 = a=-1

we now use the projection to find the correlation function in R%:
OXE XL (0,(X1)08(Xa)
02" By A(A1)Up(A2

_ 8Xi4 8X2B 012 [ B — XA2XBI:|
8:1:‘{ &cg (Xl . XQ)A X1 . X2

Ci2 {8Xf‘ oxX» X4 oxp XAngl}

(Ou(21)00 (22)) =

(X1 'XQ)A 8x‘f 61‘5 4B~ 817'; (9:65 X1 'Xg
_ Cr2 72(% *$2)p(!ﬂ1 *$2)u
(w1 — 22)28 |9 (z1 — 2)?

where we used X4 = (X, X+, X7) = (2%,1,22), Xp = (xa,—%mQ —f) and 1.y = Igxg with ny_ =n_, =

—1/3

aX A axz B
Dzt gz AD T In

0
ox{ oz¢ , 10 1022

Xao =1, pp—— 4
8;10 A2 Ubaug Zx;lﬂfg 28:5‘{

"section 2.4 of “Conformal field theory in momentum space and anomaly actions in gravity The analysis of three- and four-point
functions” or section 5.2.2 of “Conformal Field Theory” by Loriano Bonora

8here the terms in bracket is chosen such that they are invariant under the replacement & — Az. We are not using the
transformation law for any of them. Under which, even the metric will change to nap — A" 2nap.
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= Nap0ixh — 21, = (22 — 21), = —(z1 — 32),,
0
%ﬁf Xp1 = nabgﬁwl{ — % igxf — ;gﬁ = (z1 — 22)
(X1 = X)X = Xa)a = (o1 = 22)" (01 — 22)a — (1= )&~ 28) — (3 — )} — })
= X; - Xy = —%(wl — 25)?
Next, we boostrap three point correlator.  On the null cone we will have
(61(X1)d2(X)Jar (X)) = W

(_2X1 . X2)04123(_2X1 . Xs)a132(_2X2 . X3)a231

where the powers «;;j, of the scalar factor are determined by the dilatation as in case of scalar operators and
the tensor structure W), equals to

(—2X5 - X3) Xamr — (—2X1 - X3) Xom — (—2X1 - Xo) Xamr
(—2X1 - X3)2(—2X, - X3)2(—2X, - X3)2 '

Wy =

Let us comment a few things on the tensor structure. The relative sign is, as before, fixed by transversality.

(X)MWy =0
(X2)MWyr =0
(X3) MWy =0

We drop the term proportional to X3y, since would project to zero anyway. The scaling behavior of correlation
function under dilatation is completely determined in the scalar part so the tensor structure have scaling 0 in
all variables (X — AX = W, — A°W,). Finally, it is immediate to check that the tensor structure is
transverse, i.e. (X3)p Wi = 0. Projecting to physical space as:

oxM
ok

(#1(x1)po(22) T (3)) = (f1(X1)d2(X2)Jn (X3))

we find, as explicitly computed before,

oxXM .
GT?‘ i = (z; —x3),, 1=1,2
3

so that we end up with the tensor structure

W — |2 — @3|* (w1 — 3) — |1 — @3)* (w2 — 73), _ |25 (213) 0 — |213]* (223) 4
g |21 — 22|21 — 23|22 — T3] | 212|713 |z 23]

Therefore, the three-point function of two scalars and one spin 1 operators in physical space is given by

|z23|% (z13) p—|713]% (T23)

_ |z12]|z15][223]
<¢1(I1)¢2(I2)J/L(I3)> - |$12|A1+A2—A3 |$13|A1+A3—A2 ‘$23|A2+A3—A1

2 2
_ |z23|” (w13)y — |213]" (723)
= |x12|A1+A2*A3+1|x13|A1+A37A2+1|CE23|A2+A3,A1+1

The three-point function of higher-spin operators J,, .. ,, is constructed from the above, analogously as what
we did for the two-point functions, since it turns out that W, is the only indexed object for three points that
is conformal invariant.

2.5 Fermions in Embedding Space

Following is taken from section 3.2 of Lectures on Conformal Field Theories by Hugh Osborn. To discuss
spinor fields in the embedding formalism requires extending the usual d—dimensional gamma matrices to d + 2
dimensions. For d = 2n, we define'®

1
ag = 5(1’)’0 +)

9pg 30 of Masters Thesis on “Spinning Correlators at Finite Temperature” of Oscar Arandes Tejerina
10we have abused notation for the sake of avoiding cluttering of indices and +
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1 .
af = 5(72 +i7°)

1 .
ay = 5(74 +i7°)

1 _ . d—
a:c‘t:fz:i(’yd 2izlyd 1)

where gamma matrices satisfy
{’Yu,'yu} = 25;“/

One can show that:

{a;,a;} = {aj7aj+ =0

{a;,a]} =4y i,j=0,1,2...d-2/2, (2.16)
In the literature 4-2/2 is defined as another variable labeled by k, but for the sake for clarity we will keep it
explicit. This is the algebra of raising and lowering operators for 4/2 independent two-level systems. We ask
how many basis vectors are there (including lowest weight state) which could be formed by operating 4/2 raising
a; on lowest weight state:'!

d/2

Z d/QOr = 2d/2

r=0

It implies that in d—dimensions, we have 22 x 2%/?> dimensional matrix representation for y—matrices. We will
use the highest weight representation to determine aji and then use them to construct v,. From (2.16), we
quickly observe that

(a7 ? =0 = (a]

It implies that we can only act a; or a;r once on a state, the second time it acts the state is annihilation. We
will build off our intuition from harmonic oscillator (fermionic) and assume that there is a lowest weight state
|€) such that

a; |§) =0 foralld

Similarly, acting on it once by each az for all 4, we can construct states in the representation. The states can
be labeled s = (sg, 81, ..., Sa—2 ), where each of the s, = :i:%:
2

€)Y = (af,) T 7 L (ad) ™R |E) (2.17)

The lowest weight state |£) corresponds to all s, = —3i. Taking the |[¢*) as a basis, we derive the matrix

elements of 7, from the definitions and the anti-commutation relation. Starting with d = 2, we have a single

two-level system:
1 1 1 0
) = <0) -8 <1>

we can construct the raising and lowering operator connecting these two matrices as:

_ (00 L (01
% =\1 o % =\o o
o [0 1 . (0 1
= (4 ) =1 o)

For d = 4, we have 2 independent fermionic oscillator:

we find:

[N eNellS
o OO
o= O O
_ o0 o O

Hwe would like to remind ourselves that number of linearly independent basis is defined as the dimension of space.
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we construct, the following a;” and a; operators for i = 0, 1.

0O -1 0 O 0 0 0 O
+ (0o 0 o0 o0 _ _|-1 00 0
=10 0 01 =0 00 0
0 0 0 O 0 0 1 0
and
0 01 0 0 00 O
ot = 0 0 01 o = 0 00 O
=10 0 0 0 711 0 0 0
00 0 O 01 0 0
From (2.17) we see that!?
0 0 0 0 0 1
0 0 0 1 0 0
+ _ + _ + + _
YD lol T 1|’ “Clol T |o|’ Y% ol o
1 0 1 0 1 0
Thus, we conclude that the gamma matrices are gives as:
0 -1 0 0 0 -1 0 0
o _[1 0 0 © 1 _|-1 0 00
T7lo 0o o0 1 TZ1o o0 01
0 0 -1 0 0 0 1 0
0 01 0 00 — O
2 [0 0 0 1 3 |0 0 0 —i
71100 0 TTlio0 0 0
01 0 O 0 ¢+ O 0

The above choice of gamma matrices satisfy the clifford algebra, however the chosen basis is not familiar from
QFT textbooks. Given a representation v* in d dimensions, we can construct a representation I'* in d + 2
dimensions using the prescription,

Fﬂ_’}/“@(_ol (1))__7M®0—37 N:Oa“'vd_?’?

Pd2:H®<(1) (1)):1[@901, Fdl:H®<? _OZ):I[®02

where the ¢ obey
{o%, 07} = 26%

The 2 x 2 matrices that we add act on the index si-2s,, which newly appears in going from d = 2k to
2k + 2 dimensions. In odd dimensions the first d — 1 gamma matrices can be constructed as above, and
I'y=4I'1T5...T4_1 completes the gamma matrix algebra. There are two independent representations of the
gamma matrix algebra in odd dimensions, differing in the sign of I'y. These representations are exchanged by
parity, and both representations appear in a parity-conserving theory.

We now move onto calculating the correlation function involving spinors in embedding space formalism. To
define spinor fields on null cone in embedding space requires that the number of component in R¢ is half the
number of components in R,

U(z) = ¥(X), ¥(z) = V(X)
which satisfies the following homogeneity condition:
TAX) =A"2T20(X), TAX)=A"2T30(X)

The degrees of freedom of W; ¥ are reduced to those for ;1 by imposing the transversality condition like
before: B B
CAXAU(X)=0 W(X)IaX2=0

12aoi acts like raising and lowering operator in the same oscillator while ali changes the oscillator.
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It introduces the gauge invariance and thus the degrees of freedom are now halved by imposing the equivalence
relations

V(X)) ~ U 4T XAX) U(X)~ T 4+ {(X)DaXxA (2.18)
for arbitrary spinor ¢(X);{(X) of appropriate homogeneity. From standard QFT, we are familiar that
Vi = W40/
transforms like a vector and we also have
U(X)=TpXPW(X),
U(X)="0'(X)Tpx?.

Now compute the contraction:

B-th component of coordinate (number)

¥
Va = U(X)DA0 (X) = (”(X)fB XxEB ) 40 (X)
U

"(X)TpXPr v/ (X)

Use the Clifford algebra identity:

Lalp =-TgTA+ 2048
PyT'p = —I'gl'a + 2148,

from (2.18), and above we rewrite:
Va=UTpXPT 40 = —WT T XPV 42X, 00
The second term, 2X 4 ¥'¥’, is proportional to X4 and is hence pure gauge under the equivalence relation:
Var~Va+ Xaf(X)
so it can be discarded in physical quantities. Therefore, we obtain:

UL QU + XA f(X) ~ —UTHTpXB0 42X, 00
U(X)TAP'(X) ~ =0 (X)T4P(X)
whereas, B
Ay
transforms like a scalar. However, the above is only under (2.18) in odd dimensions. So it does not correspond
to a scalar on the projective null cone in even dimensions.
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Chapter 3

2D CFT

Conformal invariance takes a new meaning in two dimensions. As already apparent in previous chapter, the case
d = 2 requires special attention. Indeed, there exists in two dimensions an infinite variety of coordinate trans-
formations that, although not everywhere well-defined, are locally conformal: they are holomorphic mappings
from the complex plane (or part of it) onto itself. Among this infinite set of mappings one must distinguish
the 6-parameter global conformal group, made of one-to-one mappings of the complex plane into itself. The
analysis of the previous chapter still holds when considering these transformations only. However, a local field
theory should be sensitive to local symmetries, even if the related transformations are not globally defined. It
is local conformal invariance that enables exact solutions of two-dimensional conformal field theories.

3.1 Conformal Group in Two Dimensions

We begin by considering the flat two-dimensional Euclidean space with coordinates z° and z'. A conformal

transformation in this space takes the form
= ot + e (z)

where the conformal Killing equation imposes the condition

2
Oper + Ovey = Egu,,apep
8uel, + 6V€M = glw(aoéo + 6161)

Evaluating these relations component by component, we obtain:

o For y=v=20

20p€0 = Opeg + 0161 = Opeg = D161
e forpy=v=1
28161 = 806() + 8161 — 8161 = 8060

e For py=0,vr=1

Ope1 + 0160 = 0 = 0Ope; = —D1€0

Thus only two independent constraints remain:

To make further progress, it is convenient to introduce complex coordinates (21, 22) = (2, Z) by embedding the
R? plane in C2. This embedding allows us to treat the two real directions as components of a single complex
variable on the hypersurface zi = 22, which greatly simplifies the form of the constraints.

45
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. 0 z2+z
2=+t T = D)
7 =20 — izt ml_z—z

24

Now let us see how the transformation acts in these coordinates. Under z# — z* + €, we find
2 =2+ 4i(at + €)= (2 Fixt) + () +ie') = 2 +e(z, 2)
and similarly,

Z— Z+&(2, %)

0 1

where we define € = ¢’ — ie'. To rewrite the constraints, we must also translate derivatives into complex
coordinates. Using the chain rule,

0 0z 0 0z 0

%= 500 = 9200: T om0z 0T
0 0z 0 0z 0 ) =
T R P
where 0 = 0/0z and = 0/0% are the Wirtinger derivatives:
0w oo _1(0 o o)
0z 0z 020 0z oxl 2\ 020 Ox! '

G_0 000 oxto 1(0 0 62)
9z 0z 029 0z Oz 2\ 0z  Ox! '
We also note that
o — €+ €
07 2
_€E—E
Ty
Substituting into the first constraint dyeqg = 01€1, we obtain.
Ooeo = Or€1
@+0) (L) —ip-a) (=F
2 ) 2i
Oe + O + Oe + 0 = Oe — O — De + O
Je = —0€ (3.3)
From the second constraint dype; = —01 €9, we similarly find
(9061 = 7(9160
_ € — € . — €+ €
(0+0) ( 5 ) = —i(0—0) ( 5 )
de — D€ + Oe — 0 = De + O — e — O
Je = O¢ (3.4)

Combining both (3.3) and (3.4), we conclude
O¢

86:0 — %:O
fe=0 = %zo

This shows that €(z) is holomorphic while €(Z) is antiholomorphic. Therefore, the conformal transformation
factorizes neatly as
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or equivalently
z = f(2)

with
of _
0z

i.e. f(z) is analytic or holomorphic. Since €(z) is holormorphic, it admits a Laurent expansion.

0

2 =z+¢(2)

It is now easy to read off the generators of conformal transformation in 2d from above. We define,
Ty, =2"0
Similarly,

=/
z

7+ (%)
zZ+

E €nz"

ne”Z
zZ+ E €,2"0%
nez

(1 + Z 6nz”6> z

nez

and hence

To determine the structure of the conformal algebra, we now compute the commutator between two such
generators. A straightforward calculation shows that the r,, satisfy the following commutation relation:

[rm, Tn]f(zv 2) = [zma, Zn@}f(zv 2)
=2"9(2"0f) — 2"0(z"Of)
= 2P 4 2™ (02™)Of — 2T f — 2"(02™)Of
= (n—m)z"t""1of
= (TL - m)Ternflf

Thus,

‘ [Tﬂ%rn] = (n—m)Tmin-1 ‘

Following the same steps, we can also find

[P, 7] = (0= )P |

and
[P, Tn] =0

It is conventional to redefine the generators as r, = —I,_1. With this shift, the algebra becomes

[Tma rn] = (n - m)rm—&-n—l

[_lmfla _lnfl] = _(n - m)lm+n72
and then shiftingm - m+1andn —-n+1

[, ln] = (m —n)lan
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similarly,
[Z’HH Zn] = (m - n)zm+n
[y ln] = 0
where
Iy = —Tpy1 = —2"10
l_n = —Tp+1 = 72n+15

This is recognized as Witt algebra. They generate the conformal transformation in 2d Euclidean plane.
To find the subset of generators [,, which generate global conformal transformation, we note that z™ has two
singularity, one at z = 0 for n < 0 and another at z = oo for n > 0. Therefore, we impose the restriction that
the representations of Witt algebra does not blow up in the limit z — 0 or z — oco. We start with z — 0 limit,
l,, = —2"*10 needs to converge, implying:

n+1>0 = n>-1

Since z — oo does not appear as a pole, we consider the conformal mapping w = % which brings the infinity at
origin. Then,

_9 _owd
0z 0z 0w
_ 190 00
Z2ow " ow
Then,
ly, = —2""10 = w " w29,
=w "9,
Then,

1-n>0 = n<l1

Therefore, [_1,ly and l; generate global conformal transformation on the 2d Euclidean space.

3.2 Global Conformal Transformation

Last section was devoted to finding the generators of global conformal transformation. In this part, we look at
the infinitesimal transformation generated by [_; , Iy and [; and then find their finite counterpart. For n = —1,
the generators associated with the infinitesimal transformation z — z + e€_; looks like:

=29 =0

)
1 =z""9=0

So, this generates translation. For n = 0, the generators associated with the infinitesimal transformation
z — z + €9z looks like:

lo = 72’0+16 = —26
[0 =—z0

To interpret how the works in complex plane, we will use the polar coordinates z = re*? and z = re~* where

r:\/ﬁandﬁz%iln(g)

gD o 0
T 9z 9z0r 0200
z 8+l§3(2/2)2

02z 0r 2z 0z 00
0,10
2r Or  2iz 00
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e—ié)g—i_ e—z’é)g
2 Or 2ir 00

and,

o oro 009
9 ozor 9z00
z 0 1z0(%2) 0
ovzor | 2iz 0z 06
oz 0 12(_2)8

5:

oazor 2i-\"2) a0
_za 1 0
=% or 2200
_eiéa ei@a
S or 2iro0

we can now recast or generators in polar coordinates as following:

lo=—20 = —re? [
r 1
=5 |-

lo=—20
i {eie o ei@ a]
= —Tre

9 "o
2 Or 2ir 00

2 or  2irof

T )
- _5 |:ar + 7"89:|

It is now clear that the following combination

lo + ZO = —’/‘ar
is the generator of dilatation and -
i(lo —lo) = Oy
is the generator of rotation. For n = —1, the generators associated with the infinitesimal transformation
2z — 2 + €122 looks like:
ll = 72,’2(9
These are nothing but Mobius transformation.
, _az+b
cz+d

For translation we have a = 1,¢ =0 and d = 1 and we have ad — bc = 1. For dilatation and rotation, we have

:(1—60)2’

- %Z+O V14 ez4+0

= i 1
OZ+M Oz-i-m

with a = /1 +€y,b=0,c=0and d = \/11_760 so that ad — be = 1. For SCT, we have

2 =z4622

=z2(1—e2)!
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z 240

- 1—e1z2 —e12+1

Since €, is in general a complex number. These are the set of 2 X 2 complex matrices with unit determinant.

{a b} with ad — be = 1
c d

These matrices form the group SL(2,C). But under the mapping a — —a, b - —b, ¢ — —c and d — —d, the
generate the same transformation. Therefore, the conformal transformation in 2d forms the group SL(2,C)/Zs.
In the Lorentzian case the group is replaced by SL(2, R) x SL(2, R) = SO(2,2) where one factor of SL(2, R)
pertains to left-movers and the other to right-movers.

3.3 Virasoro Algebra

In some cases, the regularization scheme used to quantize a classical theory does not preserve the original
symmetry. The classical generators, which we obtain by solving the Killing equations, satisfy a certain alge-
bra—for example, the Witt algebra. However, in the quantum system, the requirement of normal ordering to
render observables finite modifies the algebraic structure. In the next chapter, we will learn how to construct
the corresponding quantum operators systematically using the operator formalism. As a result, these quantum
operators no longer satisfy the Witt algebra but instead form the Virasoro algebra. This is unavoidable; it’s a
reflection of the fact that the classical symmetry is realized projectively in the quantum theory.

The Virasoro algebra is the central extension of Witt algebra. To centrally extend the algebra, a new
generator—called the center—is introduced, which commutes with all other generators. To distinguish from the
generators of Witt algebra, we use the notation L, to denote the generators of Virasoro algebra. The algebra
is then given as:

[Ln, Lin) = (0 —m) Ly + cp(n,m)
—_———

complex number

This algebra contains a finite-dimensional subalgebra generated by LO,iljJO,iL These are the generators that
are well defined all over the complex plane and form the global conformal group in two dimensions just as we
saw in Witt algebra. The rest of the generators are local. The object p(n, m) which we have added to centrally
extend the algebra has certain properties: it is a number which depends on n and m, it commutes with all L,,,
it satisfies recursion relation and it vanishes for certain n and m. To see this, let us first note that

[Ln, L) = (n—m) Ly + cp(n,m)
[Lin, L) = —(n —m) Ly + cp(m,n)

adding above expressions

[Lns L] + [Lin, Ln] = (n = m) Ly ym + cp(n,m) = (n — m) Lyjm + cp(m, n)
p(n,m) + p(m,n) =0

We have shown that p(n,m) is anti-symmetric under the exchange of n <+ m. Now let us set m = 0,
(L9, Lo] = nL3 + cp(n, 0)
=n|LoM + Ep(n, O)]
n
Redefining the generators for n # 0 as:
Ly = L3 + = p(n, 0)

and
new __ rold
LO - LO

The algebra of the translated generators should not changed:
c
[L’rolldv LO] = [Lgcw - ﬁp(na 0)7 LO]

C
(L5, Lol = [=p(n,0), Lo| = nL5 + cp(n,0)
(L2 Lo] = nLM®™
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This proves that p(n,0) = 0 for n # 0. For n = 1,m = —1 we have:

LS9, L] = 2089 + cp(1, 1)
= 2| g+ Sp(1,-1)

— oI5

This, proves that p(1,—1) = 0, to find other n and m values for which p(n,m) vanishes, we will utilize the
jacobi identity.

(Lo, [Lon, L)) 4 [y [Ly Lin]] + [Lons [ Ly L ]] = 0
Forr=0

[Ly,mLpy] + [Lo, (n — m)Lyym] 4+ [Lim, —nLy] =
[0 = 1) Lo + €p(, )] + (1 = 1) [ (0 70 L] — 10 [(7 = 7) L + cp(rm, )] = 0

[m(n —m) — (1 —m)(n +m) — n(m — n)] Lt — clm +n)p(m, n) =

=0
Hence,
(m +n)p(m,n) =0

It means, p(m, n) can only be non zero. if m+n = 0. So, p(m,n) = p(n, —n)dpm4n,0. Next to find the recursion
relation, we utilize,

[Lm [LlaLflan + [L,l,n, [anLl]] + [Lla [Lflfm Ln]] =0

(14 D)L L] + (10— DL, Lga] — 20+ 1)[Ly, L] = 0

(n+2)2nLo + cp(n,—n)] + (n — 1)[-2(n+ 1)Ly + cp(-1 —n,1+n)] — (2n+1)2Ly =0

2n(n+2)—2(n—1)(n+1)—22n+1)] Lo+ c[(n+ 2)p(n,—n) — (n —1)p(n+1,—n—1)] =0
=0

Hence the recursion relation,

2
pln 1, —1) = "2 p(n, —n)
under n — n + 1,
n+1
pln—n) = T p(n — 1, —n+1)

We can see that for n =1

Forn =2
3 . .
p(2,-2) = 6p(1, —1) = indeterminate

So, we only need to fix p(2, —2) and all the other p(n,m) gets fixed from that via this recursion relation.

n+1

o, —n) =" pn 1, n 4 1)
n—+1 4
1 (n+1)! n
— e ="Cy p(2.2)

For free boson we normally like to set ¢ = 1 which forces the normalize of p(2,—2) = 1/2 since ¢ X p(n,m) =
Ee x @ needs to stay constant.

[Lna Lm} = (n - m)Ln-‘rm + nc3p(2v 72)
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B n+1)!1
= (n=m)Lngm + Cﬁ(n -2)! 2
B (n+1)!

A short remark about the central charge that sometimes ¢ and ¢ aren’t complex conjugate of each other which
allows us to interpret z and z as being independent variables even though they are related to each other via
complex conjugation operation.

3.4 How Fields transform under SL(2,C)

There are four types of fields we will be concerned about in 2d CFT. They are chiral fields that only depend
on z (h = 0) and anti-chiral fields which only depend on z (h = 0). It is also common to use the terminology
holomorphic and anti-holomorphic in order to distinguish between chiral and anti-chiral quantities. There is a
special kind of field which has the same transformation law for both Global conformal transformation as well
as local conformal transformaion, we call them Primary fields. Under conformal transformation z — f(z) and
Z — f(%), these Primary fields transform as (passive):

o109 = (L)' (Z) ot . (%) (%) wwser. 5

where (h, h) are conformal dimensions/weight of the field ¢(z, Z). Sometimes this transformation law (active)
is also expressed as:

669 = (L0 (L77e) oo 77e)

6= (5) (L) o0 winc=re, (=76

Now write the derivative of the inverse in terms of the derivative of f :

d¢ B 1 d¢ B 1
dz B Codz| T d——
=f"1(2) ?f(C)L:f_l(z) =71 déf(o‘zzﬁ@
h h
/ = 1 1 —1 T_1(=
¢(22) = | — o(f71(2), 11(2)

d
Ef(C)’C=f71(Z) I&f(C)’€=F(5)

_h L
) o(F (), 71(2)) -

Now replace the left-hand argument f~*(z) by z (relabel ¢ — z, ¢+ 2):
d

sea- (e ) (e

These are active transformation because the RHS has the form 7m,,¢5(A~1z). To see how the transformation
works, we consider the following example, 2z’ = Az

(23 (3)\z (8)\2) (A2, A3)
= NN ( Az, \2)
B(2,7) = A"A T (2, 2)

under infinitesimal conformal transformation 2z’ = f(z) = z + ¢,

z=f"1(2)
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¢ (2,2) = [1+0€"[1 + 08" ¢(2 + ¢, 5+ &)
= [1+ 9e]"[1 + 08" [¢(z, 2) + €Dp(z, 2) + €D(z, Z) + O(¢?)]
= ¢(2,2) + €0p(z, 2) + €0¢(z, Z) + ho(z, 2)De + ho(z, 2)0e + O(€?)
= [1 + (€D + hde) + (€0 + hde)]¢(z, z)
So, the variation d¢(z, Z) can be given as:

Y enlln @+ &nlLn, @] = 66(z, 2) = (€D + hde) + (€0 + hde)|¢ (=, 2)

n=—oo

In the active point of view,

¢'(2,2) = [1+ 3] "1 + O __i%(z —6,Z—¢)
= [L+9¢] "1 + 0] "[¢(2, 2) — D¢ (2, Z) — €D (2, Z) + O(e?)]
= ¢(2,2) — €0¢(z,2) — €p(2,Z) — h(z, 2)0€ — ho(z, 2)0e + O(€?)
= [1 — (€0 + hOe) — (€D + hde)|p(z, 2)

The other kind is quasi-primary field, they only transform as primary field under Global conformal trans-
formation.

3.5 Energy Momentum Tensor

Usually, a Field Theory is defined in terms of a Lagrangian action from which one can derive various objects
and properties of the theory. In particular, the energy—momentum tensor can be deduced from the variation
of the action with respect to the metric and so it encodes the behaviour of the theory under infinitesimal
transformations g, — g + 09

S = /d%c

58 = / dPx (;Zf’u dgh” = / dPaT,, 69"

Under a* — ot + et(x), dgh” = OFe” + 0Ver.
58 = / dPaT,, (Oe” + 0¥ et)
= [ dPaT 2 (@) = 2 [ aPaTr(9%e,) =0 T =0
= X #VE( Gp)g = 5 X P'( Gp) = = nw o=
This tell us that for the conformal invarience to hold, the stress energy tensor has to be traceless.
S = /dD:cTW(a“e” + 0%eM)
=2 / dP 2T, 0"

= 2/de8“(TWe”) - 2/de(8“TW)e” =0 = 9", =0

Hence, we conclude that stress energy tensor is canonically conserved as well as traceless in the presence of
conformal symmetry. Next we see how this condition gets translated in complex coordinates. The goal is to
find CZ—VZZ7 7“z57 ng and ng.

0x0 00 0zY ozt Ozt Ozt
T,, = ——T 2— —T¢ — T
9z 0z % + 0z 0z ™ + 0z 0z M
1 11 1
= ZTOO + 2§ZT01 - ZTM

1 .
= Z[Too — 2iTo1 — Thy]
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L 00000 ouont on o ortort
FT 0z 02 0z 02 T 9z 02 0T 02 02 M
11 1-1 11 1 -1
= = Too+ =—To1 + —=Tho + ——T.
gg 0t gyt gl o orin
1 1., 1
= Z[TOO+T11] - Z(SM T#V - ZTﬁ:O
0x0 00 0zY ozt Ozt Ozt
Tzz = 7_7_T 27_7_11 7_7_T
0z 0z oo + 0z 0z o1+ oz 0z M
1 1-1 1
= ZTOO + 2§§To1 - ZTM

1 .
= Z[Too + 2iTp1 — T11]

Next we investigate the form of 0T, in complex coordinates.

9oTor +hTi1 =0 (3.5)

We can now calculate 9:T,.:
oT,, = i(éTDO —2i0Ty — OT11)
using (3.1) and T =Too+T11 =0
[(Qo 4 i01)Too — 2i(0p + 101)To1 — (o + 101)T11)

[(00To0 + 201To1 — OoT11) + i(01T00 — 200To1 — 01T11)]

| — ool — ol —

=3 [2(00Too + 01 To1) — 2i(01Th1 + 00To1)] =0

In the last step we used (3.5). Similarly one can show

Thus, T, is the chiral field we discussed earlier and 755 is the anti-chiral field. So in complex coordinates, the
stress energy tensor looks like:

3.6 Ward Identities

The consequence of a symmetry of the action and measure on correlation functions may also be expressed via
the so-called Ward identities. An infinitesimal transformation may be written in terms of the generator as:

(ZSI(:U) = ¢($) - iwaGa(b(x)

where w, is a collection of infinitesimal, constant parameters. We will consider the above variation of fields in
the correlation function. The action is not invariant under such local transformation and its variation is given
by:

68 = / dP (9, T" e,
where j# is the conserved current. The correlation function can be given as:
1 -
(Oa)o(e) .. 0w) = 5 [ Doo()o(a2) .. G(aa)e
We use the invariance of correlators under the transformation to argue,

(6()0(@s) .. o)) = (¢ (22) (22) .6 ()
— 5 [ Pod e ). e = [ DS @0 ) . () S5



3.6. WARD IDENTITIES 95

= % /D¢’[¢($1)¢(CE2) v () + 0(d(x1)P(22) . .. ¢(xn))]e—5[¢1—f 4P, T e, (z)
= 5 [ Doiglar)ofan) .. o) + étar)olaz) . )l ¢]< - [ Pap e+

When expanded to first order in w,(x), the above yields

(0(p(z1)@(x2) - .. P(an))) = / 2 (0T ¢(21)P(22) . . . P(an)) €0 (2)
N
—iZ[¢(ﬂ?1) L GEO() - plan)]eu(zi) = /dﬂi (0T p(x1)p(22) - . . P(0)) €1 ()
=1 N
i / AP e, ()67 (x — ) 3 [0l .. GLO(w) ... Sln)] = / 2 (0, T (1) $() ... () €0 ()
i=1
Hence,
P N
o (T @)0(@)6(wa) - dlan)) = =i 3 6@ — ) (Blar) .. GLo(ws) . ()
Translation
The generator of Translation P* = —iQ* is given as:
P N
o (L (@)d(21)6(22) .. §(z0)) = — Z o(z — i) (d(z1) ... 0] d(2:) ... ()
Rotation

The generator of Rotation is J* = i(x#0¥ — z¥0") + S*” and the associated conserved current is j#'° =
THY xp — THPgY,

9 G () (1) ... plan)) = —i Z §(x —x) (p(xr) ... JPP(s) ... plan))

OoxH

9 (TH P —THPEY ) (1) . .. p(m)) = —i Z 8z — x;) (p(z1) ... [i(z" 0P — xPO) + SPlip(;) . .. d(xn))

oxH

1) . Plan)) — 2" o— (Tetr) .. ¢(wn)) — 05 (T P(x1) - .. P(2n))

=i Z 8(x — ;) (p(a1) ... [i(=207 — 220%) + S"PLip(x;) . . . p(an))
(TP = T"")¢(x1) . . = 7125 T — ;) SEPH(x) ... b))

Dilatation

The generator for Dilatation is D = z - 0 and the associated conserved current is j* = Tt z".

Stol = [ s L6067
' = (1 +¢e)at, Sat = ext, b = —eA
Seord™ = 6™ + 6270, 0"
From Noether Theorem

oL -
U A p v
J 5‘(3“¢A)5¢ T, 62
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For dilatation, (e factor suppressed)
% = Z AA ud)A -z, T

Let’s define V¥ = -3~ , Ay WQSA, then
Jh=VH*—a,TH
it =0, V¥ — 8, (x, TH)

=9, VI —TH, — 2,8,T"
— 9 VI + T, (9,T" =0)

Oujp =0 <= TF,+0,VF =0

The related Ward identity becomes:

Ou (Tfa"¢(x1) ... pan)) = — Z o — ;) [ﬂffiy (@(x1) .. O(wn)) + Ai (P(21) - .. P(2n))

which becomes

(Thd(x1) .. d(zn)) = - Z 6(z — i) Ai (B(21) - .. P(2n))

3.6.1 In complex coordinates

We wish to rewrite these identities in terms of complex coordinates and complex components. But, we will first
derive the relevant identities for doing so.

z\ _ (1 x0

z) —\1 —i)\at

The metric in Euclidean space could be given as:

1 0
Guv = 0 1

In complex coordinates, it becomes:

The anti-symmetric levi civita tensor in cartesian coordinates has the following form:

wo (0 1
6Caurtesiam - -1 0

using the tensorial transformation law for the above coordinate transformation,

Ozﬁ _ J(Jz nv JB

14 carte%lan v

SRR

Lowering the indices:

For the delta functions, we remind ourselves that it is not defined as:

6(;10):{0 for x #£ 0

oo forx=0
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But by the expression
| s = o)

Any function which satisfies this property is a valid representation of delta function. The oo of §(z) at x = 0 in
the above mentioned representation is defined by the integral [ fooo 0(x)dx = 1. For more detail refer to section
7.2 of the textbook Green’s function by G.F. Roach. It just so happens to be, that

1,1 1.1
5(!17) = *8zj = 762*

™z 7wz
satisfies the required property. This identity is justified as follows. We consider a vector F'* whose divergence
is integrated within a region M of the complex plane bounded by the contour M. Gauss’s theorem may be

applied:

/ d*z 0, F" = / d¢, F* (3.6)
M oM

where d¢,, is an outward-directed differential of circumference, orthogonal to the boundary 0M of the domain
of integration. It is more convenient to use a counterclockwise differential ds”, parallel to the contour OM:
d§,, = €,,ds”. In terms of complex coordinates, the above surface integral is nothing but a contour integral,
where the (anti)holomorphic component of ds? is dz (dz):

/ d*r 9, F" = ds® € FH (3.7)
M oM

= / (dzengg +d2€;ZFZ)
oM

7

=3 /m (—dz F* + dz F7) (3.8)

Here the contour M circles counterclockwise. If F'* (F#) is holomorphic (antiholomorphic), then Cauchy’s
theorem may be applied; otherwise the contour M must stay fixed. We consider then a holomorphic function
f(2) and check the correctness of the first representation in Eq. (5.33) by integrating it against f(z) within a
neighborhood M of the origin:

| #as@ire) =1 [ dareo:

)
f(

N

M
1 9 z
:;/Md a?55< z))
1 z
=51 [ =2
= f(0) (3.9)

In the second equation we have used the assumption that f(z) is analytic within M, and in the third equation
we have used the form (3.7) of Gauss’s theorem with F* = f(z)/7z and F* = 0, and in the last equation we
used Cauchy’s residue theorem. Since the original ward identity was covariant, we now only need the following
object to write the Ward identities in complex coordinates:

B (TLd(21) .. B(zn)) = 9% (Tpo(21) .. (2)) = 20: (Tza(21) ... $(2n)) + 20 (Tezd(21) - . d(20))
B (T2¢(21) .. D(zn)) = 9°70a (Tpz(21) .. 6(2)) = 20; (Tzz(21) ... $(2n)) + 20; (Tez(21) - . d(20))
(Th(z1) ... d(zn)) = ¢*7 (Tapd(21) .. d(zn)) = 2 (Tezd(21) - d(2n)) + 2 (Tez(21) ... (20))

e (TH(21) .. d(20)) = €7 (Tapd(21) ... P(z0)) = =2 (Tez(21) - .- $(20)) +2(Tz26(21) - . d(20))

I
<)

i
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2(L.eb() .- d(z)) + 2 (Tt(er) o 0()) = — ZNj 5z — WA (6(21) 6 (en)
~2{Tes0(1).  B(an) + 2 (Tsud() - blen)) = —i&z — s (6) o D)
Adding and subtracting the last two expressions, 7
2(Teet(e1) - 6(en) = —_ZN;&Z ) 2 (o) )
21 (T (1) - P(2n)) = — Z azz%wihi ((z1) .. d(zn)) (3.10)
2(T.c6(21) . 6(en) = —ﬁ;é(z ) S () 0l
2 (Toz(21) .. d(2n)) = — Z@ %U_}Zﬁi (p(21) ... 9(2zn)) (3.11)
Inserting these relations in the first two Ward identities:
ag{<T<z,z>¢<zl> ) = 2 [l pe) + Lot )] } ~0 (12
1 hi

az{<T<z,z>¢<z1>...¢><zn>>—Z[ awi<¢<z1>...¢<zn>>+zw<¢<zl>...¢><zn>>]}=o (3.13)

Z— W;
where we have introduced a renormalized energy-momentum tensor
T=-27T,,, T=—2rT;. (3.14)

Thus the expressions between braces in (3.12) and ((3.13)) are respectively holomorphic and antiholomorphic;
we may write

TE00) - 6n)) = 3 { B 0(en) ) + e (0lr) ) | 1o (3.5

Z — W
i=1 v

where “reg.” stands for a holomorphic function of z, regular at z = w;. There is a similar expression for the
antiholomorphic counterpart. The Ward identity shows that the correlator of the field T'(z) with primary fields
¢(w;,w;) becomes singular as z approaches the points w;. The OPE of the energy-momentum tensor with
primary fields is written simply by removing the brackets (...), it being understood that OPE is meaningful
only within correlation functions.

3.7 Free Fields and Operator Product Expansion

The operator product expansion, or OPE, is the representation of a product of operators (at positions z and w,
respectively) by a sum of terms, each being a single operator, well-defined as z — w, multiplied by a c-number
function of z —w, possibly diverging as z — w, and which embodies the infinite fluctuations as the two positions
tend toward each other. For a single primary field ¢ of conformal dimension h and h, we have the OPE from
Ward identity as:

) + 0, (w.)
(z—hz)2 (w, %) + ﬁ&pd)(w,u’)) (3.16)

T(z)p(w, w) ~

T(z)p(w, w) ~

whenever appearing in OPEs, the symbol ~ will mean equality modulo expressions regular as z — w. Of
course, the OPE contains also an infinite number of regular terms which, for the Energy Momentum tensor,
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can not be obtained from the conformal ward identity. In general, we would write the OPE of two fields A(z)
and B(w) as

where the composite {AB}, (w) are non singular at z = w. For instance, {T'¢}1 = Opo(w). We stress that
so far, quantities appearing in (3.16) are not operators but simply fields occuring within correlation functions.
We will now proceed with specific examples, in order to familiarize ourselves with basic techniques and with
simple but important systems.

The Free Boson

From the point of view of the canonical or path integral formalism, the simplest conformal field theory is that
of a free massless boson ¢, with the following action:

S = %g/d%ama%

where ¢ is some normalization parameter that we leave unspecified at the moment. The two-point function, or
propagator can be found by comparing with

g_ % / dlzddy p(x) Az, y)d(y)

we have

Az, y) = —96®) (z — )0, (3.17)
We can calculate the two-point function K(x,y) = (¢(z1)¢(z2)) = A=t by solving the following equation:
/ Pud(z,u)K (u,y) = 6P (z —y)
- /d2ug(5(2) (z — w)OK (u,y) = 6P (z —y)
7gDK(Iay) = 5(2)(55 - y) )
Because of rotation and translation invariance, the propagator K (x,y) should depend only on the distance

separating the two points. Thus, we can write K(z,y) = K(p) with p = |x — y|, and integrate over & within a
disk of radius p around y. We find

1 =2ng /0 dpp< - ;aap(pK’(p)O
=2mg(—rK'(r))

The solution of the two-point function for massless free boson can be obtained up to an additive constant,

(6(2)6(y)) = ——— In(z — )? + const (3.18)

4mg
In terms of complex coordinates, this is
1
(P(2,2)p(w,w)) = —T{ln(z —w) +In(Z — @)} + const
g

The holomorphic and anti-holomorphic components can be separated by taking the derivatives d¢ and 0¢:

(9.6(2 2)Db(w, D)) = —%awaz{ln(z — w)}

Lty 11
dmg Yz—w  4mg (z—w)?
(0-6(2, 2)0ud(w, 1)) = — - Dad={In(z — 1))
4dmtg
BN U S SR

dmg "z —w Amg (2 — )2
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In the following, we will focus on holomorphic field d¢ = 0, ¢.

1
Tﬁ“/ =g 3M¢8V¢ - inuyap(bapd)

= 90,60,¢ — gnwnaﬁamaw

g 2z
= gau¢8u¢ - §nuu X 277 Mo 62¢
=0

= 90,40, 9

Then,
T(z) = —2nT.. = —2mg: 090¢:  and  T(2)=0

Like all composite field, the energy momentum tensor has to be normal ordered, in order to ensure the vanishing
of its vacuum expectation value. More explicitly, the exact meaning of above expression is

T(z) = =2mg lim [0¢(2)0¢(w) — (9¢(2)0p(w))]
The OPE of T(z) with d¢ may be calculated from Wick’s theorem:!
T(2)06(w) = ~2ng : 96(2)0(z) : 0d(w)

. 1

~ —2mg 1 96(2)00(2) : Db(w) — 2mg : IB()9(2) : Do(w)
99(2)

(z —w)?
By expanding ¢(z) around w, we arrive at the OPE
Op(w)  Ond(w)

C—w? -w)

T(2)0¢(w) ~

This shows that 0¢ is a primary field with conformal dimension h = 1. Wick’s theorem also allows us to
calculate the OPE of energy-momentum tensor with itself:

T(2)T(w) = 47%g® : 0p(2)0¢(2) :: Op(w)Ip(w) :
—

1 ‘

[
~ AT % 06(2)09(2) : 0p(w)Op(w) = + 4m2g? : 0p(2)0b(2) 2 Dp(w)Ip(w) :
+4m2g? : 96(2)00(2) = Db(w)dS(w) : + 472G : DH(2)0(=) = D(w)Db(w) :

+ 41292 : 09(2)0p(2) 2 Op(w)Op(w) : + 4n%g? : Op(2)0(2) :: Od(w)Dp(w) :

— 1
~ 8727 1 0p(2)09(2) :: Op(w)Dp(w) : + 16m%g% : Dh(2)0p(2) :: Dp(w)Op(w)
Y2 o dmg: 04(2)0¢(w) :

(z—w)! (z —w)?

~

Expanding ¢(z) around w, we arrive at the OPE
Y2 o dmg:0¢(w)0¢(w):  Amg: 0?2 p(w)dg(w) :

(z —w)* (2 —w)? (z —w)
/2 2T (w) oT (w)
(z-w)t (z-w)?  (2-w)

We immediately see that the energy momentum tensor is not strictly a primary field, because of the anomalous
term 1/2(z—w)* which does not appear in (3.16).

Free Fermion

Now we consider another simple model: free fermion. In two dimensions, the action of a free Majorana fermion
is

1
S = ig/de\I/WO'y“alL\If, (3.19)

1Since we are Wick contracting the normal ordered product of operators, the only term that it will give rise to are cross-
contractions, since the wick contraction of operators which are already normal ordered vanishes.
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where the gamma matrices v* satisfy the so-called Clifford algebra:

{7 =20, (3.20)

and we impose the Majorana condition (¥* = ¥) to the fermionic field to remove a half of the degrees of
freedom. In the Euclidean space n** = diag(1, 1), we take a basis of Dirac matrices as

) D

VOy# 0, =~°(v" 0 + ' 0n)
0 1 0 1 (0 -1\ -
L o) (oo 9)a
1 0 Do — 04
0 O + 101 0
N/ 0 20,
1 0/\20. 0
o 0
=2(5 5)

Using this basis, we can express the action as

and therefore,

<
g
<

— O

o

S =g [ @00 +dv), (3.22)

where we write the two-component spinor ¥ as (¢, ). Since the equations of motion are 91 = 0 and 9y = 0,
¥(z) and 9 (Z) holomorphic and antiholomorphic field, respectively.
Now let us calculate the two-point function as in the free fermion

Kij = (Wi(2)¥;(y)) (1,5 =1,2). (3.23)
The action can be expressed by
S = % / dzd?yWi(z) Ay (2, y)¥5(y) , (3.24)
where the kernel is
Ayj(z,y) = g8(z = y)(7"7")ij Oy - (3.25)

Recalling that propagator K;; is the inverse of A;;. Therefore, we can write the equation for K as
/dQuA(J:, wK(u,y) = 5 (x—y)
g [ P @ ) () s K9) =0 (= )3
901" )i o K ,) = 8z — ).

In terms of complex coordinates, this becomes

29<a o><<w<z,z>w<w,w>> <w<z,z>z<w7w>>)_ <a 0 > (3.26)

0 9)\ (@(z2)¢ww) (¥(z2)(w0))
where we have used the complex form of the d-function:

5(z) = 1ot = Lol
Vs

z V[

Therefore, we obtain the two-point functions for the fermionic fields

(9,2, ) = 5= ——
1 1

@(Zj)@(w’@» =

T 2mgz—w’
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(¥(2,2)9(w, @) =0
These, after differentiation, imply

1 1

(0:94(2, 2)Y(w,w)) = Tomgc—w)?
_ o1 1
<5z¢(zaz)3w¢(%w)> - g (z—w)3
Thus the OPE of two holomorphic fields can be written as:
() ~ o — (3.27)
2mg z —w '

In order to see whether the fermion field is a primary field or not, we can calculate its OPE with the energy-
momentum tensor. By using (??) in complex-coordinate form, we can calculate all the components of the
energy-momentum tensor.

o . Y oL
T = ———0°P = ¢ ———00 = 2——0P = 2gv0v,
5(0-®) I 9(09) 0(0®) 9909
oL _ oL - oL — S
T?* = P =g**——0P =2 O =2
50.9° =9 509)° ow) 0T = 20v9¢
2Z __ oL ZF _ ARE L oL _ — _ .
_8(8Z<I>)8 d—g £—278(aq))8<1> 2L = —2gy0y .

The traceless condition 777 is preserved when taking into account the equation of motion, as we have discussed.
The holomorphic part is defined as:

T(z) = —mg : Y(2)00(z) : . (3.28)
The normal-ordering product can be written in an equivalent way for the free field as follow:
009+ (2) = lim (B(2)(w) — ()W) (3.20)

which is the same expression as in bosonic field theory. Then we can calculate the OPE between the fermion
field and energy-momentum tensor directly.

T(2)p(w) = g : H(2)00(2) s ¥(w)
= —mg s U(00(2) : Uw) — 79 Y()O(E) : ()
o) 1)

2(z—w)?2  2(z—w)
bow) o)

(z—w)? z-—w

In contracting 9 (z) with 1 (w) we have carried ¢ (w) over 94 (z), thus introducing a (—) sign by Pauli’s principle.
The OPE immediately tells us that in the free fermion model, v is a primary field with conformal dimension
1/2. TT OPE in this model can also be obtained directly by calculation.

1/4 2T (w) . oT (w)

z—w?t (z—w)?  (z—w) (3.30)

The Ghost System

In string theory applications, there appears another simple system, with the following action:
1
S = ig/debwa”c”

where b, is a traceless symmetric tensor, and where both ¢/ and b, are fermions (anti-commuting fields).

These fields are called ghosts because they are not fundamental dynamical fields, but rather represent a ja-

cobian arising from a change of variables in some functional integrals. More precisely, they are known as

reparametrization ghosts. The role of these ghost fields is to cancel the unphysical gauge degrees of freedom.
The equation of motion are

%oy =0 and 9P +9°c> =0
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In holomorphic form we write ¢ = ¢* and ¢ = ¢?. The only nonzero components of the traceless symmetric
tensor b, are b =b,, and b = bzz. The equations of motion are then

dc=0 oc=0 Jc = —0c
The propagator is calculated in the usual way, by writing the action as:

1
S = i/dzxdzybw(x)Ag”ca(y)

v 1 v
AL = 595:8(x —y)oH
where we must consider (u,v) as a single composite index, symmetric under the exchange of yu and v. The

factor of % in front of A#” compensates the double counting of each pair (u,r) in the sum, which should be
avoided since b*¥ is the same degree of freedom as b**. Again the propagator is K = A~!, satisfying

1
59553”K5,,(x7 y) = 0(z — y)dap

or, in complex representation

g0:KP, = 132 ! g2
T z—w
which implies
. 11
(b(z)c(w)> = Kzz(z7w) - FQZ —w
In OPE form, this is
1 1
b(z)c(w) ~ P
from which we immediately derive
(e(2)b(w)) = — (b(w)e(z)) = ——
C\2Z w = w)c\z = 797 —w
1 1 1 1
(b(2)we(w)) = = (9z¢(2)b(w)) = O (Wg o w) g —w)p?
1 1
(0:b(2)c(w)) = ETICETE
2 1
(0:b(2)0wc(w)) = I

The canonical energy-momentum tensor for this system is
124 1 Lo Qv uraf
Ty zag[b 0"cq —MHYD 8(105]
The Belinfante tensor is
1
T = 29 [b“o‘a”ca + 070 cq + 0,01 ¢ — n“”bo"@é)acﬁ}

The normal ordered holomorphic component is obtained from the above by setting g4 = v = 1, that is, by
considering T%% = 4T, :
T(z) =mg: (20cb + cob) :

The OPE for this stress energy tensor with c is again calculated using Wick’s theorem:
T(z)c(w) =mg : (20cb + cob) : ¢(w)

=mg :20c ﬂ(w) +7g: c@bﬁ:c(w)
N 20.c(z)  c(2)
z—w  (z—w)?
N 20pc(w)  c(w) + (2 — w)Owe(w)
z—w (z —w)
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N dwe(w) — c(w)

z—w  (z—w)?

T(2)b(w) = mg : (20cb + cIb) : b(w)

=—7g: Qbm(w) —mg:0b Cﬁb(“’)
20(2)  9:b(2)
(z—w)? (z—w)

2b(w) n Owb(w)

~

~

(z —w) (z —w)

One must be careful because b and ¢ are anticommuting so that interchange of fields flips the sign: one should
anticommute the fields being paired until they are next to each other before doing the Wick contraction. The
OPE of T with itself, may contain more terms, which add up to following:

T(Z)T(w)= ’ 2'(236('2) b(2) + ¢(2)0b(2)) :: (20¢(w) b(w) + ¢(w)db(w)) :

)
= 280(2) b(2) :: (20c(w) b(w) + c(w)Ob(w)) : +72g? : ¢(2)0b(2) = (20c(w) b(w) + c(w)db(w)) :
dc(2) b(2) =2 dc(w) b(w) : +21%g : Oc(2) b(2) = c(w)db(w) : +21%g? : ¢(2)b(2) :: e(w) b(w) :
+712g% : ¢(2)0b(2) :: c(w)ob(w) :
= 472g% ac(z) l;(z) é (w )l;( )i 4 4n%g? : 0c(2) b(2) 2 Oc(w) b(w) = + 4n?g? éc(z) b(2) :: Oc(w )l;( ):
+21%g éc(z) l;(z) $ é(w)éb(w) : 42129 0c(2) b(2) i c(w)Ob(w) : + 272g éc(z) b(z) = c(w)al;(w) :
+2712g% é(z)éb(z) i éc(w) l;(w) s 421292 c(2)0b(2) : Oc(w) b(w) : + 27m2g% é(z)@b(z) i Oe(w) l;(w) :

+72g% 1 ¢(2)0b(2) =2 c(w)Ob(w) : + g% 1 c(2)0b(2) :: c(w)Ob(w) : +72g* : ¢(2)0b(2) :: c(w)db(w) :

The end result is

—4 drg : de(z)b(w) = 4mg : b(2)0c(w) : 4 2mg : dc(z)0b(w) = 4mg : b(2)c(w) :
TETWw) = gyt g(z—(u?y( = g(z(—)w)Q( ) “Gowit ’ z(—)w ) g(z—(i;)(i% )
4 _Amg i e(2)b(w) n 2mg : Ob(z)0c(w) : 1 _ mg:c(2)0b(w) : Rk 0b(z)c(w) :
(z —w)* (z —w)3 zZ—w (z —w)* (z — w)? (z —w)?

After some Taylor expansions to turn f(z) functions into f(w) functions, together with a little collecting of
terms, this can be written as,

T(2)T(w) = —13 - 2T(w)2 n oT (w) N

(z —w) (z —w) z—w

3.8 Central Charge

The specific models treated in the last section lead us naturally to the following general OPE of the energy-
momentum tensor.

c/2 2T (w) OT (w)
(z-w)t  (z-w)? (z—w)

where the constant ¢, not to be confused with ghost field c,, depends on the specific model under study: it
is equal to 1 for the free boson, 1/2 for the free fermion, —26 for the reparametrization ghosts, and —2 for
the simple ghost system. This model dependent constant term is called the central charge. Except for this
anomalous term, the OPE simply means that T is a quasi-primary field with conformal dimension h = 2.

The central charge may not be determined from symmetry considerations: its value is determined by the
short-distance behavior of the theory. For free fields, as seen in the previous section, it is determined by
applying Wick’s theorem on the normal-ordered energy-momentum tensor. When two decoupled systems (e.g.,
two free fields) are put together, the energy-momentum tensor of the total system is simply the sum of the
energy-momentum tensors associated with each part, and the associated central charge is simply the sum of
the central charges of the parts. Thus, the central charge is somehow an extensive measure of the number of
degrees of freedom of the system.

T(2)T(w) ~
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Transformation of the Energy-Momentum Tensor

65

The departure of OPE from the general form (3.16) means that the energy-momentum tensor does not exactly
transform like a primary field of dimension 2, contrary to what we expect classically. This happens because
the normal ordering is not invariant under conformal transformation. According to conformal ward identity

0.1 (w) = _ZLm' a dze(2)T(2)T (w)
1 c/2 2T (w) oT (w)
j[cdze(z) [( +

o z—w)4+(z—w)2 (z —w)

_ _%!Qague(w) 2T (w)De(w) — e(w)D T (w)

+ reg.

In the third equation, we used Cauchy’s integral formula for derivatives. The “exponentiation” of this infinites-

imal variation to a finite transformation z — w(z) is:

T(w) = (i“’) [1(2) — & fws2)]

where we have introduced the Schwarzian derivative:

dBw 3 d2w 2
. _ dz? 2 dz2
{w; z} = dw "5 | dw

dz dz

(3.31)

Instead of giving the long and technical proof of the last statement, we shall derive the above for free boson

system. We write the free boson energy-momentum tensor as

T(z) = —2mg %ii% 1 0¢0¢ = —2myg ;ig% {3(;5 <z + ;5) O¢ (z — ;5)

_ 0w dd'(2)

- — w® !
5w =V O’ (w)

9:¢

L
4762

Consider the transformation z — w(z). Since ¢ has conformal dimension zero d¢ transforms as

(here we denote the n-th derivative of w by w(™ in order to lighten the notation). Hence T'(z) transforms as:

T(z) = —2mg ;ig% [w(l) (z + ;5) w® (z — ;6) Owd’ (w (z — ;6)) Owd’ (w (z + ;6)) + 47352} (3.32)

we will use the following to simplify the above:

w(z+6/2) ~w(z) + g@zw(z) + %(gf@fw(z) + %(g)gf)g’w(z) +...
dw(z+6/2) ~ 0,w(z) + g@ﬁw(z) + %(gf@gw(z) +...
[w(z +6/2) — w(z — 6/2)]% = (B.w(2))%6> + % (03w d.w(2))6" + O@°),
w®
= (w§)? {1 + TZW‘SQ +.. }

so the inverse is then,

1 _ 1 1 1 Dw(z) 9
[w(z+0/2) —w(z—3§/2)]2 62 (Q,w(2))? 12 (0,w(2))3 +0(5)

O, w(z+6/2)0,w(z—§/2) = { w(z) + gafw(z) + %(g)Qagw(z) + } {(Lw(z)
2
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Then,

, 1 1 , L 1 1
T(z) = %1_% |fu(U (z + 25> w® (z - 25> {2779 : Owd' ()0 (w) : +2 [w (Z N g) o (Z - %)]2 } - W]

2ot D) wGr ) B
— () (2))*T (w)
(N O RN SR ERE R
= (" (2)?T"(w) + lim [Zf;l— ! (;‘jﬁi) .
s 3]

Here we use (3.33) and (3.34) in the second step for simplication. There is another way to look at this derivation
which sheds light on the origin of schwarzian derivative term. Let us focus on how the propagator transforms
under conformal transformation:

(d(w(21))(w(22))) = —In|w(z1) — w(z2)|”
w(z1) — w(z2) |2

=—In ’2’12
21 — 22

w(z1) — w(z2) 2

= —ln|212|2 —In .
12

w(z1) — w(z2) |?

212

= (¢(21)¢(22)) — In

Let us write w; = w(z1) and we = w(zz2). One can show that for |z12| = |21 — 22| small:

w(z1) — w(zz2)

212

0,0, In = 0,,0., In|w(z1) — w(zg)|2 —0,,0,, In \212\2
—9 [_w(l)(zz) } 1
lw(z) — w(z2)

B w(l)(zQ)w(l)(zl) 1

(wlz) —w(z2))? 2

2 832’11}2 3 8321112 2
- E {822102 B 5(832’11}2) :| + 0(212).

2
212

Since only the z15 — 0 limit is of interest we can drop all terms on the right-hand side that vanish in this limit.
Substituting the result of this into the above we learn that:

im0, 0, (602 )olw(ea)) = Tim 0,0, (olen)otee) - o3[ G22 — 3(2)’]

zZ1—22 Z1— 22 12 (922102 2 822’11}2

The non-invariance of the vacuum and thus correlator is really what opens up the possibility of a trace anomaly
(UT(w)U) = (T"(w)) # 0 and it is not at all coincidental. The conformal transformations which do change
the vacuum are those that have non-vanishing Schwarzian derivative, and thus an extra inhomogeneous central
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charge term. Using this we can derive the transformation law for energy-momentum tensor:

ﬂ%@zmm[ @M)aaﬂ@

Z1—>Z2

= 1 [~ 2 (0:6(0)0:,6() — 9,02, (Dlw())o(w(=)) )|

Z1—rZ22
, 1 2 (02 wy 5 wz
Zl]gﬂg { — 5 ( 21¢ Zl 22¢ 2'2) 821822 <¢(2’1)¢(22)> + T {8z2w2 2 622w2 }
| ) 05 wy 82 w3 2 (3.35)
o Z1h—I>r.lzz { 2 ( 1 O( Zl 02, 0(22) — 02,0z, <¢(z1)¢(22)>)} 12 |:8z2w2 a 7(522102) }
) 1 1 622 Wo 3 8321112 2
[ gonetenonsta ] - 520t -5 (52 |
03 Woy 3 0? wa\ 2
—_ 7(2) _ |22 P e Tl
T () 12 [82211)2 (822102) ]
where we noted in the last two lines that:
1
T(Z)(Zz) =: lei_}Inz2 {— §8ZI¢(21)322¢(22)} z
(3.36)

Z1—22

= i {3 (2:000.002) - 0,0, (000 )

as shown above. So we learn that a finite holomorphic change in normal ordering, z — w(z), with fixed
coordinates, z3, of the energy-momentum tensor is given by:

T(0) (5) = WWQ]WWM%%Wﬂ (3.37)

822 w2 azz w2
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Chapter 4

Operator Formalism

In the previous chapter, conformal symmetry was seen to impose constraints on correlation functions in the form
of Ward identities. These identities were conveniently expressed using operator product expansions between the
energy—momentum tensor and local fields, but the OPEs were understood only as a shorthand for singularities
inside correlators. Nothing required a Hilbert space or an operator formalism: in principle, everything could
have been computed directly in the path integral by evaluating Green’s functions and extracting their short-
distance behavior. Up to this point, all we really needed was a way to compute the two-point correlator, whether
by solving the Schwinger—Dyson equations or by brute-force path integration. The OPEs then followed from
the explicit Green’s function.

From here onward the viewpoint changes. Instead of relying on an explicit propagator, we will systematically
construct an operator formalism in which OPEs can be obtained directly from symmetry and representation
theory. This is a qualitatively new approach: even when the Green’s function is not accessible by solving
the equations of motion or performing the path integral, the operator method still allows us to determine the
structure of OPEs and, in turn, recover the correlators themselves.

The Hilbert space is what makes this possible. Once a Hilbert space is defined, local fields are no longer
only insertions in correlation functions — they correspond to states, and operators act as maps on this space.
This representation turns the OPE into an actual operator identity, rather than a mnemonic for propagator
singularities. The OPE then expresses how the action of one operator near another decomposes into the basis
of states, giving us algebraic control that was absent in the purely path-integral description.

To set this up, we must specify a notion of “time,” since operators evolve with respect to it. In Euclidean
space, the natural choice is to take the radial coordinate as time, leading to radial quantization. States are then
defined on concentric circles, time evolution is dilation, and contour integrals of the stress tensor implement
the Virasoro algebra. Within this framework, commutators appear as contour manipulations, and the OPE
becomes a universal computational tool, independent of explicit Green’s functions.

4.1 Radial quantization

In the operator formalism one must first distinguish a time direction from a space direction. In Minkowski
spacetime this choice is canonical, but in Euclidean space it is arbitrary. A Hilbert space by itself is just a
complete inner product space; what makes it physically meaningful is the specification of a time direction,
which singles out a Hamiltonian as the generator of time translations. The Hamiltonian defines a vacuum
state (its lowest-energy eigenstate) and organizes the remaining states as excitations built on top of it.

This structure underlies any quantum theory: begin with a vacuum, generate excitations, and classify states
by the Hamiltonian spectrum. In two-dimensional conformal field theory we can choose a different notion of
“time”: the radial direction from the origin. To motivate this further, consider R? in spherical coordinates

d 2
ds® = dr® + r2dQq_, = r? {:2 + del}

Now let ¢ = log(r) so that
ds* = e*[dt? 4 dQq_1]

which is conformally related to the metric on R x S¢~!. Now if we consider a CFT on R?, the theory should be
invariant under rescaling of metric, so studying that theory on R¢ should be equivalent to studying the theory
on R x §4-1,

From a Minkowski space point of view (in particular in the context of string theory), we will initially define
our theory on an infinite space-time cylinder, with time ¢ going from —oo to +oo along the “flat” direction

69
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of the cylinder, and space being compactified with = going from 0 to L, and the point (0,t) and (L,t) being
identified. If we continue to Euclidian space, the cylinder is described by a single complex coordinate

w=1t+1ix, r~x+ L,

with Hamiltonian H = —id;. We can then consider the conformal map of this cylinder to the plane via
27
z=eL",

Here t — —oo maps to z = 0, t — +00 to z = 0o, and the compact x direction gives angular periodicity. A very
interesting feature of this map is that it takes circles of constant radius in R? to constant ¢ slices on R x S. As
a consequence, the dilatation operator on R? which maps circles onto circles with different radius, corresponds
to time translation on R x S, so it behave as Hamiltonian.

Figure 4.1: Conformal map from the cylinder to the complex plane.

Since periodicity in z is reflected in the periodicity of w and w. All operators on cylinder admit the following
expansion:

¢(waw): Z ¢n,m67nweimw (41)

m,n€Z

where ¢,, ,,, do not have any (w,w) dependence. Consider the transformation of primary field living on cylinder
to z—plane under the conformal mapping z = e¥:

(8.w)"(8:w)"® (w, W)
:Zihfih Z ¢n7m67nwefmu_1

m,n€”Z

= ~hz=h E Odmmz "2

m,n€”z

Z qbn’mz—7L—h§—7rt—h

)

D(z,2)

In free-field theories the vacuum is annihilated by positive-frequency modes; in interacting theories we assume
asymptotic fields behave freely, e.g.

¢in X t—lzr—noo ¢($, t)
In radial quantization, this translates into
|¢in> - llm (ﬁ(zaz) |0> :
z,2—0

Expanding the operator in modes, we have

z,Z2—0

|¢in> — lim Z ¢n,m ,n—h Z—m—ﬁ |0> )

For this expression to be non-singular as z — 0, the modes with negative powers of z and Z must annihilate
the vacuum. This requires

n+h>0 = n>—h, m+h>0 = m>—h,
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so that
Gnm |0y =0  for n > —h and m > —h.

Thus, only the non-negative powers contribute. For n 4+ h < 0 and m + h < 0, we have

lim z """z o) =0

z,Zz—0
The only non-trivial contribution comes from the modes with
n+h=0, m~+h=0,

yielding
|in) =& _p 5 10)-

71

Once the Hilbert space is tied to a vacuum and a Hamiltonian (here, the dilatation operator), operators
can be classified by scaling dimensions, excitations arranged systematically, and operator product expansions

formulated as exact operator identities—rather than being inferred indirectly from correlation functions.

The Hermitian product

On this Hilbert space we must also define a bilinear product, which we do indirectly by defining an asymptotic

“out” state, together with the action of Hermitian conjugation on conformal fields.

T
<¢0ut‘ = |¢1n>]L = (271;130 ¢(272) |0>)

In Minkowski space, Hermitian conjugation does not affect the space-time coordinates. Things are different in
Euclidian space, since the Euclidian time 7 = it must be reversed (7 — —7) upon Hermitian conjugation if ¢ is

to be left unchanged. In radial quantization this corresponds to the mapping:

w= eT—i—ix N e—T+i9c
, 1 1
pry ei(Tilw) = = = -
eT+lI z

Since ¢ is a primary field,

" (w?) (=1) T (@) p(w, w)
h+hw2hw2h¢( )

h+h —2h —72h¢(z 2)
)

(=
(-1
(-1

\/\/\/

Since |¢i,) were defined using hm S0 hmo could be used to define |¢out) state:
w—

(Gl = _lim <o¢>(1 1)—— lim (— 1) 2 <0|¢(

relabelling w = z,

hth ,~2h 5 —2h 11
(o] = lim (—1)'hz 2052 <o¢(z Z)

z,2—0

The factor (—1)"*" is coming due to spin, if we ignore that:

11

ZZ

(ol = tim, 57 016 (1.1) = tim, (010(z.2)'

Hence, we conclude

oz, 2) = 22 (1, 3)

z z

(4.2)
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Or we could alternatively do Fourier expansion on the radial plane, the adjoint property then reads

®(z,2) = 27222 9(1/2,1/2)
—n—nh —m—h
——oh —9k 1 1
z2h, =2k Z¢n,m (z) (z)
_ 272hzf2ﬁ Z¢n1m<z)n+h(z)m+ﬁ
— Z (bn’mz'rn—i_zgn—h
m,n

Z ¢L7lm(z—n—h2—m—H) = Z (b—%—mzimihzinih = ¢II,TTL = ¢—n,—m
m,n m,n

The inner product is well defined as well:

(outldin) = _lim 272272 (0] 9(1/7, 1/2)¢(w, @) [0)

Z,Z, W, W—

= lim €€ (0] 4(E,€)5(0,0) |0)

E,E—>oo
T =2h of Ci2 .
= i T g = O

Unless the prefactors in (4.2) were missing the limit would have been ill defined.

4.1.1 Radial Ordering

Within radial quantization, the time ordering that appears in the definition of correlation functions becomes a
radial ordering,

o1(2)p2(w)  |z| > |w],
d2(w)1(2) |z| <|wl.
As usual, we will always omit the radial-ordered operator in the correlation function as well as in the OPE
expansion. One consequence after specifying time direction is that we can relate OPE to commutation relations.

For this, let us consider the contour integral around w for two holomorphic fields a(z) and b(w). If the contour
is not radially ordered over the whole path, we can decompose it into contributions that are radially ordered:

R(¢1(2)¢2(w)) = { (4.3)

dza(z)b(w) = dza(z)b(w) — dzb(w)a(z) = [A, b(w)], 4.4
f; (2)b(uw) 7|{|>w| (2)b(uw) fLMw (wa(z) = [A, bw)] (4.4)

radial ordering: z outside w radial ordering: z inside w

where the operator A is the contour integral of a(z) at a fixed time

A:f@d@. (4.5)

Here we take the contours Cy and Cy at fixed-radius |w| + € and |w| — € with a small positive number € as
illustrated in Figure 4.2 . Then, with B = ¢ dzb(z), we can generalize the relation (??) to

mmzémmwm:ﬁmﬁwmmm. (4.6)

4.2 Virasoro Algebra

4.2.1 Conformal Generators
The ward identity

Oc {1 ... o) = /M d*z20, (T e, ¢1 ... bn)
could be expressed in complex coordinates using (3.7):

55,5 <¢1 ce ¢n> = % /C [7dz <T22€2¢1 ce ¢n> +dz <Tzzez¢1 cee ¢n>]
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Figure 4.2: Subtraction of contours

@ \
) : _ ‘
c
c, 2

1 1 _
=—— [ dz(T ciiOn)+— | dz{T(2)eép1 ... Pn
st Jo 2 @160+ 5 [ a2 (T 00)
where we used,
1, .. r—
T=-27nT,, = _QWgz#gZDTMV — _Q,R_ZTzz _ _§Tzz
= 1 T
T = _27TT§§ = _27Tg5#ggyTuy = _27TZTZZ — —§Tzz

and

e=€ =g, = 2

=€ =g, =2,

[l

If we apply, (4.4) and (4.6) to the conformal ward identity. Let €(z) be holomorphic component of an infinitesimal
conformal change of coordinates. We then define the conformal charge

! %dze(z)T(z) (4.7

T 2mi

Qe

with the help of (4.4), the conformal ward identity translates into
56¢ = - [Qev (b]

which means that the operator @, is the generator of conformal transformation. We may expand energy-
momentum tensor according to (4.1):

1
T(z) = Z 27" 2L, L,= 5 dzz"TT(2)
neZ
_ _ _ 1 _
T(z)=)» 2z "Ly Ly = o ¢ dzz"'T(3)
nez

we may also expand the infinitesimal conformal change €(z) as:
e(z) = Z 2"le,
nez

Then the expression, (4.7) becomes:

Qe QLﬂ'Z dz (Z z”+1€n> T(z)

nez
= Z eni%dzz’wlT(z)
nez 2
= Z enln
nez

The mode operators L, and L,, of the energy-momentum tensor are the generators of the local conformal
transformations on the Hilbert space, exactly like [, and [,, of Witt algebra. The next part is to find the
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algebra obeyed by L,, and L,, which we described in previous chapter as the central extension of Witt algebra.
We will now prove that here:

dz dw . n
LonLal = § 55 § o 2w T, Tw)

_ % dw  ni féc . & R (T(2)T ()

2m 2m
— diwnwnlej{ ﬁ Zerl |: C/2 - + 2T(w)2 + 8wT(w)}
i C(w) 2mi (z —w) (z —w) zZ—w

(m + 1)m(m — 1)wm*22L3, +2(m + D™ T(w) + w19, T (w)

d { ¢ (m® —m)w™ ™ 4 2(m + D™ T (w) + wm+"+28wT(w)}

/
:%%wnﬂ

]

/

(mS _ m) wm-‘,—n—l + 2(m + 1)wm+n+1T(w) 4 aw{w7n+n+2T(w)} _ 8wwm+n+2T(w)

d
= i(m?’ —m)dm,—n +2(m+1)Lypgpn +0— 74 Y mtn+ 2)T (w)w™ "1

i ¢

=—(m>—m)0m,—n+2(m+1)Lpmsn — (M +n~+2)Lyin

=(m—n)Lyqn + i(m?’ — M), —p-

12
Collectively,

— (m3 —M)0m,—n

L, L] = (M = 1) Lonins + ~— (M3 — 1)1, —n

4.3 The Hilbert Space

The vacuum state |0) in CFT must be invariant under global conformal transformation. This means the
generator of transformation
az+b

cz+d

which are L1 and Lo must annihilate the vacuum. This, in turn is recovered from the condition that 7'(2) |0)
and T'(Z) |0) are well defined as z,zZ — 0,

: 1 —n—2
lim T(2) |0) = ;%Zz Ly, |0)
neZ
. = T =—n—27
lim T(2) [0) = lim %z L, 0)

Here, 2~ ("*+2) diverges at z =0 if n +2 > 0, i.e. if n > —2, or equivalently n > —1. Which implies, we need
L,]0)=0
(for n > —1)
L,|0)=0

This includes a subcondition regarding invariance of |0) under global conformal group. It also implies the
vanishing of the vacuum expectation value of the energy-momentum tensor:!

n=—oo

(0 T(2)|0) = ( i Zn <0|Ln> 0) + D272 (0] (Ln [0)) = 0

1If the vacuum is not invariant under local conformal transformation i.e. if vacuum is not annihilated by L, for n > 1, then we
can not ensure the vanishing of vev of energy-momentum tensor.
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(0] T(2)0) = ( i 2 <0|Ln> 0)+ >z "2 (0] (La]0)) =0

n=-—00 n=0

Primary fields, when acting on vacuum, create asymptotic states, eigenstates of the Hamiltonian. A simple
demonstration follows from the OPE (3.16) between T'(z) and a primary field ¢(z,Z) of dimension (h,h),
translated into operator language:

Lo, 0)] = 5 § d2" T (), 0)
= i dz 2" [h(b(w,w) + 99 (w, ) + reg.
2 J,, (z — w)? z—w

= h(n + Dw"¢(w, ) + w" I (w, w) (n>-1)

The antiholomorphic counterpart of this relation is

[L, d(w, )] = h(n + 10" ¢p(w, w) + 0" dp(w, @) (n>-1)

After applying these relations to the asymptotic state
|h, k) = $(0,0)[0),
we conclude that

Lo |h,BY = Lo(0,0)|0)
= ¢(0,0)Lo [0) + [Lo, #(0,0)] |0)
=0+ h¢(0,0)[0) +0="h ’h,fz)
compactly,
L0|ha E> :h‘h7ﬁ>a E0|hvﬁ> :E|haﬁ>
Thus |k, h) is an eigenstate of the Hamiltonian. Likewise, we have

Lolh,h) =0,  Lp|h,h)=0,  ifn>0.

Excited states above the asymptotic state |h, B> may be obtained by applying ladder operators. The generators
L_,,(m > 0) increases the eigenstate of Ly a.k.a conformal weight by virtue of virasoro algebra

[Lo, L_] = (0+m)Lo—y, = mL_,,
This means the excited states may be obtained by successive applications of these operators on the asymptotic

state |h):
Ly L_j,...L_y, |0) 1>k > >k,)

This state is the eigenstate of Ly with eigenvalue
W' =h+k +ky+- - +ky,=h+N

and these are called descendants of the asymptotic state |h) and the integer N is called the level of the
descendant.

4.4 Free Boson

This section gives a detailed account of the canonical quantization of the free boson on the cylinder. The mode
expansions are obtained, after imposing the appropriate boundary conditions. The mapping from the cylinder
to the complex plane is used to define the conformal generators and, in particular, the vacuum energies. Free-
field theories are of special importance not only because they can be solved explicitly, but also because they
are the building blocks of more complicated models, or can be shown to be equivalent to interesting statistical
models.
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Mode Expansion

We let ¢(x,t) be a free Bose field defined on a cylinder of circumference L:
p(x+ L,t) = p(z,t)
This field may be Fourier expanded as follows:
@(x,t) — ZeQﬂ'ina:/L @n(t)y

with Fourier coefficients .

1 )

on®) =7 [ doe el g o),
L Jo

Next, we try to find the Fourier coefficients of kinetic part.

Drpla,t) = >l g (1),

(at¢)2 _ Z e27ri(n+m):1;/L ¢n¢m

n,m

Only the m = —n term survives the integral over z, so

L
/0 dx (8t(,0)2 =L Z PnP—n (48)

Similarly,

2MIN oring
axso(xat) = ZT62 /E (pn(t)a

2mIN 2TV i )z
(@upy? = 37 2T s

I L Pnfm.

/OL dx (9,p)% = LG: (22“>2 Prno—n (4.9)

Putting them in the free field Lagrangian

L
L= %9/0 dz [(9r0)* = (02)"]

2
_IES (g (2
=75 Z(%w-n ( T ) sonsa—n>.

n

The momentum conjugate to ¢, is
Tn=—=-—=9gL¢_, [©ns Tm] = 10nm.
The Hamiltonian is
H = Zﬂngon - L
nl 2
= 297[/ Xn: (ﬂ'nﬂ'_n + (2mng) <pn<p_n) .

27 |n|

Thus the system reduces to a sum of decoupled harmonic oscillators with frequencies w, = =5—. The usual
procedure is to define creation and annihilation operators @, and aj,:

- 1 .

ap = ————=2mg|n|d, + i7_y) (4.10)

dmgn|
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such that [dn,dfn] = 0p.m and [Gp,adm] = 0. This ofcourse does not work for zero mode ¢y. Instead we shall
use the following operators:

o - —iy/na, (n>0) _— —iy/na_, (n>0)
" ivenal, (n<o)’ " ivenal  (n<0)

and we treat the zero mode ¢g separately. The associated commutation relations are

[avu am] = 774517,+m,07 [an7 dm] =0, [ana am] = n5n+m,0 (411)

The Hamiltonian is then expressible as

H = L E (71- T+ (271-971)2410 © ) = L(Q) + M¢2 + L (7T T, 4 (277-9”)2()0 ® ) (4 12)
We start with the oscillator operators:
0 = = 2rgn pn + i), = (2 )
Gp = TN Yn +iM_p), Q) = TGN P_py — i7p,).
dgn gne dwgn gne
o = e (ngnpy tima), L, = (2 )
Ay = TGN P_p + i), a., = TGN Oy — 1T —p)-
dmgn gne 4mgn gne

4dmgn &L&n = (2mgn)?p_on + TpT_p + i[cross terms],

Argnal a_p = (27gn)?Pnp—n + T—nmp — i[same cross terms],

adding above equations,

2
ffﬂgn(dldn + dtn&,n) = Z[(Zﬂgn)2<pn<p,n + T = 277971(&2&,1 + dtn&,n) =T, T_p + (27rgn)2<pn<p,n

Substituting it in (4.12),

U = —iv/Min, a_p = al =ivnal, dp = —iN/Mi_p, d_p=a, =ivna', (n>0).

So

= TWO + = (a—napn +a_pay) | (4.13)

The commutation relation (4.11), leads to

[H,a_n,) = %Z [@—nGpn, a—m]

n#0
= % Z (a—n[an7 a—m] + [a—n> a—m]an>
n#0
= % Z (a—n nén—m,O + (771) 5—n—m,0 an)
n#0
2w .
= fm A_yy = —1G

which means for a_,,(m > 0), when applied to an eigenstate of H of energy E, produces another eigenstate
with energy F + 2mm/L. Since the fourier modes are

i

Pn = n\/AFg (an - a—n)
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The mode expansion at t = 0 may be written as:

2minx

_ _ { 1 ~ 2minz /L
p(x) = po + Z pne L = o+ N Z - (an —a—n)e
n#0 n#0
The time evolution of the operators ¢q, a, and a,, in the Heisenberg picture follow from the above Hamiltonian:
1 mo[¢o, To] + [P0, o] o i . .
[H, ¢o] = 2g7L[7T3,¢0] =- 99T =L (using [po, o] = 1)
Hence,
t) = ©0(0) + —ot,
eo(t) = ol )+gL7T0

an(t) _ an(O) 6727rint/L’

dn(t) _ &n(o) e—Qﬂint/L

In terms of constant operators, the mode expansion of the field at arbitrary time is then,

1 i 1 —2min(t—z)/L | = ,—2min(t+z)/L
Peyl = o + —mot + E - (ane T L ape A (4.14)
gL Vimg L

where ‘cyl’ means the field defined on the cylinder.

Relation between Cylinder and Plane

Now, we move to Euclidean space-time (¢t = —i7) by taking w = 7 — iz and w = 7 + iz. The mode expansion
of boson field on the cylinder now is then

_ 1 _
Geyl(w, W) = g —i=—mo(w +w

QQL <ane—27rnw/L +ane—27rnw)/L> , (415)

i 1
)+ VAmg 7;)71

with now w ~ w 4 iL. Using a conformal transformation as in Figure 4.1, we map all the operators from the
cylinder to the complex plane:

¥ = e?‘n'w/L’ z = e27rE/L
we finally obtain the expansion by simply replacing w by z.
_ i _ i 1 n = ——n
op1(2,Z) = po — mwo In(zz) + N %:0 E(anz +a,z "). (4.16)

The propagator could be calculated by assuming |z| > |2’| and considering the product

1 1 1
op1(w, @) pp1(w, @) = [(po—i—ﬁoln 2|2+ - amz_m—l—ﬁmé_m}
o 0,) 0 ) R 3 )

7

1 712 1 1 /—n — Z/I—n
X [cpo—zmwoln|z| —&—z\/wnzioﬁ(anz +a,z )}

We will move annihilation operators (ax, @, with & > 0) and 7y to the right to reach normal ordering; non-
vanishing c-number contributions come from [pg, 7o) = ¢ and [am, @n] = MImtn.0, [@m,Gn] = MOmino. Let’s
first focus on these terms

1 1
((po —i—mgln \z|2> ((po —i—mgln |z’|2)
4dmrg 4dmrg

1 1 \2
=2 — im(tpoﬂ'o In|2'|? + mopo In |z|2) — (m) 7o ln|z* In|2/|?
1 1 \2
=i - i%(cpowo In|2'|? + (gomo — i) In |z|2) — (%> 7o n|z|? In |2/ |?

1 1 1 \2
=3 — iH¢0ﬂ0(1n|z’|2 +In|z[?) — Ing In|z|? — <%> 7o ln |22 In ||
=5 — iiapoﬂo(ln|z’|2 +In[z[*) — (L>27r2 In|z|?In |2/ |? —le|z|2

0 4dmg dmg 0 4mg

normal ordered
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1 1 1
=: (<p0 - imﬂo In \z|2> (cpo - imwo In |z’|2) T Ing In |2|?,
1
The zero-mode reordering produces the c-number “Ira In|z|?. Next, we’ll consider holomorphic oscillator
T
pieces

™ and 1

1 1 _ 1 1 —n
f—— —amz —_— —anpz  ".
\/47rng¢Om m ‘/47Tgnz¢on "

We can split the sum in two parts,
1 = 1 1
—m —m —m
Z mamz Z mamz Z mamz '
m#£0 m=—o00 m=1

The only non-normal-ordered combination producing a c-number is the product of the m > 0 part from the
first bracket with the n < 0 part from the second bracket. That term (including prefactors) is

R SIE = WA= U 1 1 o
(zm) (mz_:lmamz )(Z —anz ):—%Z Zm%amanz P

n=-—oo m=1n=—

Using aman =: GnGm @ +[@m, Gn] =: Gnam : +Mbpmin 0. The only contributing commutator in the sum over n
occurs when n = —m. Extracting that:

1 < 1 B B e 12 L TN W AN
7%;m(—m)mz’ ° T 47792:: m(z) _+4ﬂgzm(z)'

Thus the holomorphic oscillators give the c-number

By identical steps for a@,, modes we obtain

Collecting the zero-mode, holomorphic and anti-holomorphic c-number contributions:
1 I o 1 /2\m 1 o 1 /2\m
S MR SR CO AR SEVEO
4dmg nfzl” + 47rgmzzlm z + 4dmg = m\z
We can use —In(1 —z) =Y °_, 2™ /m to simplify the series expansion (valid for |2/| < |z|):
oo oo — —
1 I'<m / 1 /' m /
SAE - n(-2) SAE -me-d)
L=m\z z L= m\z z

So the total c-number becomes

1 2 1 AV 1
——In|z]? — —ln‘ _Z :——ln’z(l— Z—)’ =——Inlz - 2%
4mg 4dmg z 4dmg z 4dmg
Therefore
1
pp1(w, 0)pp1(w', @) =t p1(w, )pp(w', @) : “lrg In |z — 2|

Since we know that the normal ordered product vanishes inside correlator, the propagator could be simply read
off as:
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This is the same as (3.18). From now on, we will drop the subscript “pl.” We know that ¢ is not itself a
primary field,? but its derivatives ¢ and 9¢ are. Now we concentrate on the holomorphic field d¢

1 m 1 1 1
.0 = 4 - -n—-1_ -~ . 0-1_, ~ —n—1
10(2) dmg z * 4dmrg T;anz 47Tgaoz + 4mg 7;)&”2

We may write the zero modes by ag and ag:
ag = ag = 7o

Now the commutation relations of (4.11) can be extended to include the zero mode operator without changing
the form of the algebra. The mode expansion of Jp is consistent with the expansion of a primary field with

h =1 then becomes:
i0p(z) = Z anz "L (4.17)

Often the normalization of g = ﬁ is used in this kind of work. Using this mode expansion, we can also compute
the two-point function of dp. For (|z| > |w|):

(p(2)0pw) = 3~ {anan) ="

m,n#0

According to the commutation relation (4.11) and the fact that a,, and a_,, are annihilation and creation
operators respectively, it follows that?

(o) =3 3 ”5”’*’”2;%%_ _ %Z(w/z)" L w1 (4.18)

wl—w/z z—w
n>0m#0 n>0 /

Its differentiation with respect to z provides the two-point function.

1
0 0 = 4.19
Pe(:)00(w) = ~ o (419)
The holomorphic energy-momentum tensor is given by
1
T(z) = —5¢ 0p(2)0¢(z)
=5 X = 5 | X s man s
n,mez k€Z \mecZ
= }a2—|—z B N A 272%—227’“7212 DGk —m O -
2 0 s Q—mUm - 2 . —mUm -
m>0 k#0 mEZ
keZ
which implies
1
Lk:§Z:ak,mam: (k#O)
meZ
1
Lo = Z Q—mQm + 50(2) .
m>0
The Hamiltonian (4.13) now can be written as,
27 —
H= f(LO + L) . (4.20)
This confirms the role of Ly and Ly as a Hamiltonian. Since we place the free boson on a cylinder of size L,
energy is proportional to 2%, which is called the finite-size scaling. The mode operator a,, plays a similar

role to L,, with respect to Lo, because of the commutation relation [Lg, a—,] = ma_,,. Therefore its effect on
the conformal dimension is the same as that of L,,.

2Refer to equation (5.25) in Sénéchal’s CFT with h = 0 as shown in Polchinski’s String Theory, Vol. 1 (eq. 2.4.17), the
corresponding two-point function should be constant rather than logarithmic.
3(anam) = (0] aman |0) + n6n,—m (0|0) = ndp,—m for n >0
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By definition, the normal ordering prescription implies that (T(z)) = 0. We can always define the normal
ordering product by subtracting all the singular terms from the OPE. In fact the general expectation value for
energy-momentum tensor (3.32) can be written as

(1) = 5 i (e + 900 + 3 ). (with g = )

We will see that this relation is useful when we consider the anti-periodic boundary condition later. By plugging
in the two-point function from (4.26), we see that (T'(z)) = 0, which implies that (L), vanishes on the vacuum.
We now map the theory back to a cylinder z — w = % In z, by using (3.37):

Tcy1<w>:(fif>_2 Tle) ~ 35w = (;j) [Tpl(a—fm;}=(2L”)2[Tpl(z>z2—2ﬂ (121)

where we use the central charge ¢ = 1 for the free boson. Taking the expectation value on both sides, we have

(o) = o (25) (4.22)

On cylinder, we do Fourier expansion according to (4.1)
T(w) = Z e Ly,
nez

The mode expansion of the energy-momentum tensor tell us that this nonzero expectation value implies a
constant term in the expression for Ly in terms of modes.

1 1
Lo,y = iag + Z A—nln = o - (4.23)
n>0
The Hamiltonian is now written as 5
T _
H = T(LO,cyl + LO,cyl) . (424)

Actually, in the general case, Hamiltonian of a theory defined on a cylinder with central charge ¢ can be written
as

H = L (Lo pl + Lopl — 102)
Thus, we can infer that the central charge ¢ shows up as the vacuum energy of a theory on a cylinder, and this
is one instance of finite-size effects.

In the antiperiodic case, p(x + L,t) = —¢(x,t), this boundary condition implies that the field ¢ is double-
valued on the cylinder. Once the cylinder is mapped onto the plane, this amounts to defining the theory on a
pair of Riemann sheets. The summation index starts at n = % and takes half-integer values thereafter. The
vacuum expectation values is taken in one of the two ground states and

(4.25)

1 72n+1 2771+1 n(s Z 2n 2 27"2+1 -1
(p(2)0p(w)) = Z n (anam)z~ "2 Z Z . n
m,n#0 n>0 m#0
_1 3 (wf) = E V w/z [Z
Cw = - N w/z wz—

Its differentiation with respect to z provides the two-point function.

1 z/w + Jw/z
This expression has branch cut at z = 0, 00 and w = 0, oo; the antiperiodic boundary condition on ¢ as z circles
around the origin is incorporated in the square roots. The periodic and antiperiodic two point function coincide
in the limit z — w, meaning the short distance physics is independent of the choice of boundary conditions.
The vacuum energy density obtained from the normal ordering prescription is then,

(T()n) = 15

Since Ly is the coefficient of 1/22 in the mode expansion of the energy-momentum tensor, this nonzero expectation
value implies a constant term in the expression for Lg.

1 1
2
LO,pl = 5‘10 + E a—_pnQn +
n>0
4However, as we will see in the next section, this is not the case for the fermionic theory with anti-periodic boundary condition.

(4.26)
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4.5 Vertex Operator

Since canonical scaling dimension (h, h) of the bosonic field ¢ vanishes, it is possible to construct an infinite
variety of local fields related to ¢ without introducing a scale, namely the so called vertex operators. These
operators become relevant in string theory because their action on absolute vacuum creates the conformal
vacuum state of the theory. They are indeed primary fields and defined as:

V, =: eloe(x2)

The normal ordering has the following meaning, in terms of the operators appearing in the mode expansion
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